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From the Editor
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A MICROELECTRONIC “CANARY IN A COAL MINE”

A Call to a New Approach for National Security

Honorable Alan R. Shaffer

Introduction

The United States no longer has the manufacturing capability or access to materials needed for continued economic growth and prosperity for our people. The United States is entering a period of increased national security risk due to lack of access to specific goods and products. One specific industrial sector—microelectronics—is emblematic of the issue. A similar argument could be posed concerning other sectors, like pharmaceuticals and certain raw minerals. But technologies that underpin the development of microelectronics, to include transistors, computers, digital programming, and others,1 were transformative technologies in which the United States dominated throughout the 20th century. The United States was able to both develop and manufacture products that sprang from them, and to dominate in microelectronics design and manufacture. As the global economy became more entrenched in the 21st century, manufacture and accessibility moved from the United States to other nations. This has led to a situation where both economic and national security is vulnerable due to supply chains that extend to global competitors. Using the semiconductor industry as the example of where supply chains have created vulnerabilities, we call for a new approach to national security by ensuring that critical industries can provide assured access.
Background

In the 2020 assessment of the state of the semiconductor industry, the Semiconductor Industry Association (SIA) paints a positive picture, touting that the United States had 47% of the 2019 global market. But the SIA assessment included signs of concern—the year-over-year global market in semiconductors declined from $468B in 2018 to $412B in 2019. Further, Asia accounts for roughly 80% of the physical semiconductor manufacturing. Then came the global COVID pandemic, which highlighted another impact—one that leaves the United States and US allies dependent upon potentially adversarial nations for critical goods. The pandemic highlighted the fragility of the international supply chain and this fragility's impact on national and economic security. For example, given the importance of pharmaceuticals during the pandemic, it became apparent that the United States is dependent on China for over 70% of active pharmaceutical ingredients, according to a Forbes magazine article.3

In the same article, Kenneth Rapoza quotes members of the Alliance for Manufacturing Foresight (MForsight) stating: “China’s ‘Made in China 2025’ plan, which includes plans to expand in areas such as blockchain technology, artificial intelligence, robotics, semiconductor and chip making technology, along with biotech, should have the same effect on the US government as Russia sending a man into space [emphasis added].” COVID only shined a light on practices that were already well underway; China and other Asian countries use subsidies and other incentives to monopolize or dominate a market sector. In so doing, domestic manufacturers (in the United States and other Western nations) become uncompetitive; they transfer manufacturing to Asia or exit the industry altogether—to the detriment of US national and economic security. This transfer of domestic manufacturing leaves the United States dependent and vulnerable. The situation is most extreme in the microelectronics industry.

Data is the New Oil—The Battle for Digital Supremacy

Microelectronics are the bedrock of the Information Age. Over the past several years, futurists have been using the phrase “data is the new oil” when talking about the foundation of the global economy.5 Just as oil drove the Industrial Era, data is driving the Information Era. The Information Era touches all walks of life from the consumer to the warfighter, and national and economic infrastructure. From a systems engineering viewpoint, one collects the raw information (sensors), stores the data (memory), transports the data (communications), and processes the

“Designed by Apple in California. Assembled in China.”

For the past decade the words embossed on the back of iPhones have served as shorthand for the technological bargain between the world’s two biggest economies: America supplies the brains and China the brawn.

“Not anymore. China’s world-class tech giants, Alibaba and Tencent, have market values of around $500bn, rivalling Facebook’s. China has the largest online-payments market. Its equipment is being exported across the world. It has the fastest supercomputer. It is building the world’s most lavish quantum-computing research centre. Its forthcoming satellite-navigation system will compete with America’s GPS by 2020.”

data (as in artificial intelligence). Then, the result is displayed for action or insight. Each of these phases is wholly dependent on microelectronics. To be competitive in the information age, one must have access to a plethora of diverse microelectronics. Literally, the world has entered into the era of the “Battle for Digital Supremacy,” according to the title of an Economist article. The article begins by making the case that China’s information technology companies have evolved from manufacturing designs made by more technologically advanced nations (primarily the United States) to the present where Chinese companies have achieved technological parity or beyond with the West (United States and Europe).

If data is the new oil, digital supremacy is the foundation—the nation or coalition that can better navigate the world of data will have dramatic advantage in the consumer, military, national and economic security, and political spheres, which are the main components of national power.

Evolution of Microelectronics Manufacturing—United States in Decline

From the earliest days of the microelectronics industry, the United States has been the global semiconductor leader, consistently accounting for 45% to 50% of global sales (i.e., purchases of microelectronics); even today, the market share of sales is 47%. The spinoffs out of Fairchild Semiconductor in the 1960s spawned the world’s microelectronics industry, which created market-leading companies to include Intel, AMD, Sun, CISCO, NVIDIA, and others. But now, reportedly, the US share of the global semiconductor manufacturing capacity has fallen to 12% from 37% in 1990, and is expected to fall further as only 6% of the new global capacity is projected to be located in the United States. A February 2021 letter from 21 semiconductor industry CEOs to the President, citing these statistics, called for semiconductor manufacturing incentives and for research grants.

These same data project that without such incentives, the combination of China, South Korea, Japan, and Taiwan will exceed 80% of the world manufacture market by 2030. Moreover, they project that the compound average growth rate for microelectronics manufacture in the United States is roughly half of the rest of the world combined—the US industrial manufacturing capacity will rapidly diminish to a small fraction of the rest of the world.

We, thus, present the following three findings, which leads to a serious conclusion for US national and economic security:

- The US market demand for finished microelectronics products remains strong, at roughly half of the world market.
- Over the last 30 years, the US manufacturing volume has declined to about 10% of global share, compared to 50% in Taiwan and China.
- Manufacturing growth in Asia (and the rest of the world) is twice that of the United States (and Europe).

Therefore, an economic engine in microelectronics in the United States is built on a supply chain that may or may not be available to the United States, and the situation is becoming more extreme. As we will see, this dynamic may have affected the US economy in 2021.

To emphasize the finding that the United States is being phased out as a producer of microelectronics—detrimental to US access to these parts—please see Figure 1, which is based on projections from VLSI Research of global semiconductor manufacturing capacity.

There are several sectors of the domestic (US) microelectronics industry where there is even less capacity—notably memory, integrated circuits, and packaging and test facilities (which are called the Out-Sourced Test and Assembly, or OSAT, sector). The United States retains about 85% of the electronic design automation (EDA) tools sector, but only has 12% of the logic and 4% of the memory manufacturing markets. The OSAT sector is already controlled by China and Taiwan, with less than 5% of the market in the United States. The OSAT global market in 2018 was reportedly $27.7B, with all but one of the top ten OSAT companies (by volume) headquartered in Taiwan, China, and Singapore. Even when companies have offices or headquarters in the United States, manufacturing factories are mostly located overseas. Trade associations collect and sell detailed information concerning market sizes and the sales volume of OSAT firms worldwide, documenting the outsourcing of packaging and testing of semiconductors to a relatively few foreign facilities.
Said simply, the United States still has a dominant position in EDA tools for circuit design, but then sends the design to a non-US company to take the design to physical capability. What is less understood is that manufacturing processes and designs are just as critical, if not more, to producing highly complex circuits. The United States is no longer driving production and has become reliant on other nations.

Loss of Manufacture and Protection of Intellectual Property

Why does the fact that both manufacturing and package and test are conducted offshore present a challenge? Many would argue that this is just part of the global nature of the business. The issue is a loss of intellectual property (IP), which in turn, erodes the leading nation’s advantage.

We noted that the United States still is dominant in design of high-end microelectronic systems and applications. Unfortunately, the US-led design is outsourced for semiconductor manufacturing and for package and test. When designs are shared with manufacturers and packaging companies, they become much more vulnerable to IP theft. According to a 2019 article in Fortune Magazine, one in five US companies allege that they were a victim of IP theft within the past year, and a 2018 US Trade Representative report cited the estimated theft of US IP by China at $250-600B per year.14

In a 2017 article in The Economist magazine, the authors wrote: “think of Chinese competition as having three dimensions: illegal, intense, and unfair.”15 China and other countries have shown a propensity to engage in IP theft (the “illegal”), at enormous scale (the “intense”), leading to a situation whereby the theft of IP leads to a reduction in overhead cost that provides an advantage (the “unfair”). Where this becomes critical is in the outsourcing of the microelectronics manufacture and packaging and test, which permits China—or any other nation that would choose to engage in IP theft—to do so, and thus, reveal the design of the devices. The export of US microelectronic designs is a challenge to US national security. The current structure will lead to a loss of US advantage in short order.
While it appears that there may be some movement to diminish theft, it is clear from China’s 14th five-year plan that the People’s Republic is investing heavily in microelectronics, to include design. This five-year plan specifically discusses major Chinese investment in microelectronics research and development centers in other countries. We believe this indicates continued willingness to advance China’s design capabilities by any means possible.

Continuation of outsourcing of package and test to Asia makes the Chinese job to advance indigenous design easier. In other domains, China has clearly used predatory business practices to bridge the innovation gap, and the outsourcing of package and test makes this practice in the microelectronics domain much easier. In essence, the outsourcing of package and test risks relinquishing the US advantage in design. And when design goes offshore, so does manufacturing, thereby directly impacting US national security.

Furthermore, outsourcing of package and test questions the assurance and security of these parts. This endangers critical national security systems and consumer electronics, as well.

The Canary in the Coal Mine—Global Shortage of Specific Microelectronics

The COVID pandemic has reduced the worldwide demand for certain specialized chips (microcontrollers) needed for automobiles, while the “work at home nature” expanded the need for higher end communications and computer chips, as detailed in a Washington Post article. Production shifts were made by industrial partners in Asia, who did not take into account potential North American and European markets. As the world worked through the change in demand for specific chips, the microelectronics providers shifted focus from specialized automotive microcontrollers. This supply chain disruption is leading to a contraction in the number of new vehicles in 2021 by 1.5 to 5 million automobiles (from a base production in North America and Europe of 20 million units in 2019). The estimated cost to the global economy in 2021 is in excess of $60B. The Washington Post article cited Tom Caulfield, CEO of GlobalFoundaries as saying “Ford, Volkswagen, BMW, Daimler-Benz, Fiat, Chrysler, GM….every one of them became my new best friend.” Of note, this shortage has not been reported by Hyundai, Kia, and other Asian auto manufacturers. It is also interesting to note that 70% of the specialized microcontroller chips come from TSMC, in Taiwan. As the post-event analysis is done, it will be important to verify if the supply chain disruption occurred only in the West.

While this event may represent an unfortunate convergence of events, it should be seen as the “canary in the coal mine event” of the vulnerability of the West to a single-source, non-assured supply. This incident may well be the early signal or wake up call to a more serious problem for the United States.

Lack of domestic microelectronics production is a problem in both national and economic security, for both government and commercial sectors. As the United States exits the manufacturing sector, it will not return soon, as a new microelectronics fabrication facility costs anywhere from $4B to $20B for a state-of-the-art facility (depending upon function). Further, it takes four or more years to begin production. For example, in 2020, TSMC proposed building a new $12B fabrication facility in Arizona. Because of the specialized nature of semiconductors, and the cost involved with changing process lines, any disruption to the supply chain could and will ripple through the industry.

Breadth of the Microelectronics Challenge—It is Not Just Package and Test

The 2021 shortage of microcontroller chips is currently the most visible manifestation of security challenges for the United States in the microelectronics world. However, this supply chain disruption did not occur as a result of outsourced package and test, but rather due to specialized logic chips largely manufactured by TSMC. We noted earlier that over 95% of package and test capacity resides in Asia. We also know that roughly 80% of all memory devices come from foundries in Korea, Japan, and Singapore. In fact, the current automotive shortfall is in a sector where US manufacture capacity is actually better relative to memory and package and test. Therefore, we could expect similar or worse outcomes if we lost assured access to other microelectronics components where the United States no longer has a substantial market share, such as memory.

National Security Challenges Due to Economic Actions

So, what is the “concern”? What if a country decides to use the relative imbalance in production capacity with the United States as a political or economic lever?
This has been done before; and the analogy is ironic. The underlying foundation of the Industrial Era was oil. In 1973, the Organization of the Petroleum Exporting Countries (OPEC) ministers decided to restrict the production and distribution of oil to the West. At the time, the United States did not produce as much oil as it consumed. In 1973, the United States consumed 17.3M barrels per day (bpd), but only produced 11.4M bpd, so the imports of 6.26M bpd accounted for 36% of the US consumption. When coupled with other effects, like the decoupling of oil and gold (the end of the Bretton Woods agreement) and the US support for Israel in the Arab-Israeli war, the OPEC states restricted exports to the United States and other net importing nations. The result of the oil crisis was a four-fold increase in the cost of oil and the recession of 1973-1975. Coming out of this shock was hard; the US economy suffered from “stagflation” and a weakened economy.

While this example is a simplification, during the 1973 oil crisis, a small group of nations successfully controlled access to the underlying economic foundation. This resulted in an overamplified response in the West (to include North America). The same political or economic levers could be used on the United States or its allies with the microelectronics industry if the United States and US allies don’t revitalize the ability to meet manufactured demand. Actually, the impact could be much worse than during the 1973 oil crisis. OPEC is comprised of 13 member nations that control 44% of the global oil production and about 80% of the known reserves; in the 1970s, the United States depended on imports for only 36% of their energy needs. A microelectronics analogue to OPEC comprised of China, Taiwan, and South Korea would account for much more than 44% of the global microelectronics production, and the United States is importing as much as 80% of the microelectronics for US domestic use. The current demographic shift in microelectronic manufacture capability leaves the United States extremely vulnerable economically.

Simply stated, US and Western manufacture capacity currently does not meet the demand for microelectronics. If a country needs something that they do not produce, there is an inherent vulnerability. The United States is vulnerable. In microelectronics, this vulnerability is getting more acute, especially for national security. Further, the future economic structure of the United States is dependent on a supply of microelectronics outside of US control, which further jeopardizes future access to state-of-the-art technological capabilities. As seen with the “canary in the coal mine” example of microelectronics and the automobile industry, modern systems rely on access to the supply components not made domestically.

Congress has taken note of this problem. A February 2021 report “Beat China: Targeted Decoupling and the Economic Long War” released by Senator Tom Cotton (R-AR), points out that subsidy (government incentives) provided to the microelectronics industry by the US and Western European nations is roughly one-half to one-third that of South Korea, Taiwan, Singapore and China. Senator Schumer (D-NY) has called on fellow lawmakers to craft a package of measures that “target investment in US manufacturing, science and technology, supply chains and semiconductors...to counter China’s rise...to strengthen the US tech sector,
and [to] counter unfair practices.”Senator Mark Warner (D-VA) is the lead co-sponsor of the Democracy Technology Leadership Act, which states “The People’s Republic of China is pursuing a set of policies to achieve dominance in key technologies...” and calls on an international partnership to counter China’s practices. In an interview, Senator Warner stated, “This is the defining economic issue of our time, there needs to be a sense of urgency...” On February 24, 2021, an Executive Order on “Securing America's Critical Supply Chains” explicitly directed a 100-day review of vulnerabilities caused by supply chain weakness in four specific industries: 1) active pharmaceutical ingredients; 2) critical minerals; 3) large capacity batteries; and 4) semiconductors and advanced packaging.

The challenge to the United States is becoming clearer with every passing day. From the initial shift of manufacture to Asia through the current “canary in the coal mine” event, the challenge is seen as largely apolitical—continuation of American economic, political, and national security strength has a foundation in microelectronics—and needs to be addressed today.

A Path Forward?

We have seen that there are national and economic security vulnerabilities with respect to microelectronics. The current economic playing field is not level—other countries, primarily in Asia, heavily incentivize their industries, and force in-country manufacturing as a means of market addressability leading to an unequal market balance. Without addressing the economic competitiveness of the US microelectronics industry, a sustainable business model will be challenging. It is, nonetheless, achievable.

This problem cannot be solved by either government or industry alone. The solution must resolve the cost differential between Asian firms and US-based companies. Discussions with US-based microelectronics industry executives indicate they can be competitive if the underlying cost structure is within 10% equivalency as opposed to the current 20-30% difference. This paper will not explore solutions deeply but will suggest some ideas that will need further elaboration.

The key point is that the scale and complexity of the problem requires new vectors of attack, and likely a public-private partnership for economic incentives coupled with a regulatory approach that restricts application of microelectronics from certain non-allied sources. Standard government approaches have not worked in the past; new and more innovative approaches are likely required.

Policy Options

**A Berry Amendment-like statute:** USC 10 Section 2553a is the law known as the Berry Amendment—a statute that requires the Department of Defense to buy certain goods from domestic sources. Effectively, the Department of Defense must buy clothing, food, and some specialty metals from domestic sources. Development of a similar policy to direct microelectronics used for national security to be “Made in America” would provide incentives for domestic industry. Note that this restriction would not be limited to the Department of Defense (DoD), but rather, would cover all
In the past, when people thought about directing vendors to use pedigree microelectronics for national security systems, the proposers typically limited themselves to defense systems. Defense systems comprise about 2% of the total domestic market, and thus don’t drive production. In the information world, national security and economic imperatives include the military and sectors of critical national infrastructure, such as electric grids, sensitive verticals (banking, medical, etc.), transportation, and the national communications grid. Including all of these sectors grows the demand to nearly 25% of the United States market for microelectronics and is large enough to make a difference, affording a sizable and sustainable business model.

Enhanced Import Tariffs on Subsidized Goods: As discussed, most Asian nations subsidize their industry to enhance the Asian vendor competitive posture. While not illegal, it is not a practice available to domestic providers, nor is it “fair.” Increasing tariffs on imported chips could level the playing field. There are potential hazards to overall US competitiveness, but these risks are costs for security. While this does not, in and of itself, solve the problem of assured and secure pedigree of parts, it would provide a more level playing field for domestic producers.

Financial Options

Direct Company Subsidy: This option would be a direct investment by the US government into vital companies that are the most difficult to replicate. This could be done by either a standard competitive “FAR” (Federal Acquisition Regulation)-based solicitation or via a grant through something like the Defense Production Act. The previously cited publication by the BCG and the SIA predicts that the US market share will decline to 10% by 2030, despite building 9 new fabs. A $20B investment would increase the fabs and market to 14 and 12%, while a $50B investment would result in 19 new fabs and 14% of the global market. More importantly, the investment could enhance the United States as a state-of-the-art provider. Unfortunately, the model presented here has been tried before, and would likely require continued investment because it does not solve the issue of volume and continued viability of the partner who receives the grant. In the past, the DoD was never able to increase purchase volumes to make the investment sustaining. Whatever is done, there will need to be both financial and policy incentives.

Financial Options

A mix of investment and loans: Suppose that, instead of a direct procurement, the government entered as a partner with industry. This is a more radical thought, because it uses government capital executed through an industrial company. As a partner, the US government may invest using a combination of direct investment and government-backed loans, such as are available from the Export-Import Bank (EXIM) or some other entity. In addition, the government can include procurements of capital equipment which can be “loaned” to industry and written off. There are also options with long-term commitments and regulatory support. Several ongoing studies are in the process of evaluating additional financial models that focus on potential solutions to either the Administration’s Build Back Better Plan or the Congressional CHIPS for America Act to enhance large-scale domestic production, with the idea of incentivizing private capital to co-invest.

Summary

As the world has moved into the era of data and information technology, data has become the new oil. Data systems and data processing are the key drivers of economic growth and national security and rely heavily on modern microelectronics. Without a secure and stable microelectronics supply, both economic stability and national security are vulnerable.

Currently, sources of microelectronics and their manufacture are concentrated in Asia, and in particular in China, which has caused the United States and many allied nations to become reliant on limited or non-reliable sources. This dependence has been increasing.

The causes of the concentration are myriad, but we have argued that deliberate unfair policies underlie the resultant dependence on China and certain Asian countries. These causes include the use of intelligence services to access Western IP at a massive scale, and heavy government subsidies to support industries in the microelectronics sector. China, in particular, continues to exercise predatory business practices that put the US posture in microelectronics at risk.

The vulnerabilities include the potential loss of access, at any time, whether deliberate or as a consequence of geopolitical events, which can harm economic interests or damage national security. As dependence increases,
the United States becomes ever more vulnerable politically, economically, and militarily. This is a serious national security issue.

Solution to the challenge will not be found in either classic economic or government actions. Both policy and financial factors could mitigate the national security challenge, but addressing this will take a multi-prong approach involving government, industry, and academia, with regulations and incentives that over time will diminish US dependence. Congress and the Administration have taken note of the issue and have responded with multiple proposals attempting to strengthen the US microelectronics manufacturing capacity and promote innovation.

However, the nation must respond strategically. The United States did not get in this position quickly and getting out will take time, focused investment, and careful policy considerations. Microelectronics is but one sector—albeit critical—in which vulnerabilities must be reduced. A strategic plan to reassert US leadership in microelectronics, and success in this critical endeavor, would serve as a model across all sectors of critical importance to US economic and national security. It is now time to act on this strategic issue.

Endnotes

5. Mathematician Clive Humby is credited with coining the phrase; Others using the phrase include UnderArmor CEO Kevin Plank, and Director Emeritus of University of Southern California Innovation Lab Jonathan Taplin.
6. Throughout this paper, I am using the generic term “microelectronics” to include integrated circuits (logic devices, mixed signal chips), memory, and others.
29. There is also a fairly substantial body of evidence that China deploys their nation-state intelligence services against companies competitive with their state-owned enterprises.
30. Private discussions between the author and select microelectronics CEOs/COO. Also, the 30% difference is explained in Antonio Varas, et al., “Government Incentives and US Competitiveness,” Exhibit 8.
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Strategies for Sovereignty Over Critical Supplies

During times of crisis, such as the COVID-19 pandemic, the significance of securing critical supply chains to uphold national security becomes evident. How can the United States maintain sovereignty and protect its interests when our economy and national security are dependent on external, global supplies of services and products?

We discuss three strategies that the United States can adopt to maintain full sovereignty over critical supply chains:

1. Fully US Controlled Critical Supply Chain
2. MAD-1: Mutually Assured Dependence
3. MAD-2: Mutually Assured Destruction

Full Control

The first strategy for maintaining sovereignty is a fully US controlled critical supply chain. If the United States controls its own critical manufacturing capabilities, then foreign countries cannot threaten leveraging necessities against the United States, nor will they be able to withhold necessities to meet their own demand. This strategy demands national acquisition by any means to own, control, and access all critical services and materials necessary for the full functioning of our economy and security. For example, for our nuclear stockpile, the United States requires full control of all aspects of production and maintenance. Full control usually entails domestic production, but might include alternative sources in which full control is assured.

While this is the most secure strategy, it is also arguably the least stable and most problematic. As technology has become increasingly complex, manufacturers have turned to specialists and subcontractors to narrowly focus on just one area of expertise. This has created a deep tiering of supply chains, where each tier is dependent on the one below it. Visibility into more distant tiers is challenging, making wholesale replacement of supplies at any link in the chain very difficult. Moreover, modern manufacturing of products requires a highly skilled and trained workforce, which the United States lacks in certain critical areas, because operations management has turned into procurement leadership.

The job of taking a product into manufacturing has increasingly turned into one of offshore product sourcing.

A fully controlled US critical supply chain is a potentially attainable goal, and provides the greatest security, but it would require immense investment and effort, and risks isolationism.

MAD-1

The next strategy for maintaining US sovereignty is a plan of mutually assured dependence (MAD-1). Under this strategy, the United States would only allow dependence on another country’s critical resources and services if we have commensurate leverage against that country. Within this scenario, the United States would be able to deny a foreign entity access to as critical a set of resources and services as they can deny us.

This strategy is arguably the easiest to implement but is one of the least secure. It is very difficult to achieve a balance of equally weighted dependence, especially because from day to day and month to month, the level of importance of critical resources and services changes. For example, the day-to-day importance of N-95 masks was perceived as lower before COVID-19 than at the height of the pandemic. During other types of crises, wars, or economic downturns, different critical goods become more of a necessity than others. If a foreign entity decides that it is worth it for them to cut the United States off from critical services and resources, despite the losses they will face, then the United States will be left extraordinarily vulnerable. If a country reneged, the only two options would be to accept the reduction in capability, or shift to the next strategy (MAD-2).

MAD-2

The final strategy is a plan of mutually assured destruction (MAD-2). Under this strategy, the United States maintains a large enough and superior enough military force to seriously demand access under threat of war in the event of some foreign entity’s wish to deny US access to critical services and resources. The original MAD concept is that each side could assure annihilation of the other side. This version contemplates an overmatch capability, wherein one side can threaten the other side sufficiently enough to deter supply chain disruptions.
This strategy is fairly secure but requires a good deal of investment and effort. The United States already invests significantly more money and effort in its military compared to any other entity, but as Vietnam and Afghanistan have demonstrated, a superior military force by no means ensures easy or straightforward influence over other entities. Wars are risky, controversial, complex, incredibly costly, expend political capital and international prestige, and can devolve into a stalemate. Especially when dealing with a country from which we need critical resources, products, or services, the United States would have to be careful that when waging war or threatening destruction, that we do not threaten the very supply chain or critical infrastructure on which we rely. Moreover, this strategy would mean that in times of crisis when there is desperate competition for limited resources, we would have to make foreign entities decide between giving up critical resources that they need or face destruction.

What is Critical in Full Control?

Each strategy has its benefits and downfalls, but ultimately, the United States will be in the most secure national security position if we have fully US controlled critical infrastructure. Creating this supply chain will not only increase national security, but will also enable increased investment into the US labor force and economy.

The question to consider now is, what should the United States consider critical infrastructure? The following five areas are suggested as components of critical infrastructure.

**Critical Resources and Materials:** Commodities necessary for building critical capabilities, including oil, iron ore, rare earth elements, etc.
Manufacturing Base that Can Scale Up and Adapt Production: A manufacturing base that consists of domestic factories that can respond to urgent needs. This component of critical infrastructure entails the understanding of the technology required to build vital products at scale, and to adapt manufacturing to assemble vital products—for example, the ability of a car manufacturing plant to build ventilators. This capability requires the knowledge and skill to build complex things at scale. The process of adapting and scaling production includes setting up the supply chain for raw materials; designing an assembly process with the appropriate tooling and fixtures, building, or securing test equipment; establishing testing and quality procedures; and working through materials handling and staffing.

Skilled, Trained, Prepared Workforce: It is critical to have a skilled, trained, and prepared workforce that is ready to address a critical infrastructure challenge. This requires vast amounts of education, training, experience, and a culture that values those possessing critical skills. Creating such a workforce is likely to involve significant time and planning investments.

Specialized Manufacturing Capabilities: There are certain highly specialized manufacturing capabilities that are extraordinarily challenging to create from scratch. In times of need, the United States relies heavily on these specialized capabilities, such as microelectronics, bio-medical supplies and services, and space-related technologies, which must be sufficiently developed domestically.
Strategic Inventory Reserves: Critical infrastructure includes reserves of critical products or materials that the United States cannot readily access or securely manufacture indefinitely. Given their focus on overall equipment effectiveness metrics, manufacturing plant managers are reluctant to install excess capacity. This means that factories are sized to handle the expected demand, with minimal surge capacity. The result is that when we experience a supply shock or sudden disruption in raw materials, components, or product supply, there is little buffer inventory available to absorb that shock. The United States had a buffer inventory of masks in a strategic stockpile, which was depleted during the H1N1 outbreak and never properly replenished. The United States should not even need to stockpile masks, as we should instead develop the capability to scale up their production. However, for products and materials where it is difficult to have secure control over the entire supply chain, strategic inventories that get promptly replenished should be considered a necessary component of critical infrastructure.

Conclusion

Of the strategies considered here, full US control of critical infrastructure supply chains is the recommended option. It will be necessary, however, to carefully discern which elements are truly critical. Achieving this strategy will require significant investment and effort, as the components of the critical infrastructure are currently inadequate. Restructuring to address the critical components, as described above, will take bold ideas and bold initiatives.
It is increasingly important to be able to prove that you are who you say you are. Logging into a computer, operating an ATM, voting, and making purchases on credit all require authentication. The field of biometrics studies anatomical, physiological, and behavioral attributes of humans that can be used to distinguish one person from others. Historically, modalities like fingerprints have been used to uniquely identify a person. Biometric measures can be used to authenticate a person in place of less secure methods like employing badges or passwords, and thus have much appeal for practical application. As a result, the academic field of biometrics continues to spawn commercial endeavors. This paper surveys some of the promising biometric measures and considers prospects for employing DNA-based authentication methods in the future.
Introduction

It is hard to prove that you are who you say you are.

You have a name, and so you can tell people your name. But someone else could impersonate you by using the same name. What do you do if you have to prove that you are the person that you say you are?

Of course, we must prove it all the time. We sign documents, we provide passwords to log in, and we present photo IDs. Sometimes we are required to provide our social security number and date of birth, as though only we would know that information. Notaries check our government-issued picture IDs, as do the TSA officials at the airport. Increasingly, voting locales require some form of identification. Physical possession of a smartphone also acts as a personal identifier. Now, we can make purchases based on possession of our personal cell phone.

None of these methods of authentication are fool proof. For example, signatures morph over time and are forgeable. Databases of identification numbers are stolen. Passwords are hacked. Cell phones are stolen and unlocked. A determined impersonator can defeat any of these authentication approaches.

Identity fraud and identity theft are increasingly serious problems costing tens of billions of dollars per year in the US alone. All interactions with government, with financial institutions, and most interactions with businesses involve authentication as proof of identity. It is fundamental to our workings as a civilized society. The election security debate is mostly about trust in authentication. Technology, however, can provide solutions.

An unacceptable solution is to install a chip into every human upon birth. In lieu of this distasteful solution, society is increasingly turning to technology and employing biometrics to authenticate a person. Biometrics are unique physiological and behavioral attributes that can be used to identify individuals. These characteristics are individualized, relatively fixed, and recordable. Typically, they are also hard to forge. In what follows, we discuss the emerging possibilities for automated biometric authentication.

Ultimately, the most unique and immutable property of each individual is their DNA sequence. (Of course, identical twins have the same DNA sequence, but there are other markers to distinguish them.) By identifying an appropriate number of specific markers that vary across the population, but uniquely identify a particular individual, it should be possible to biochemically authenticate a person. With advances in biotechnology, we foresee a time when signatures can be replaced with fast and efficient biochemical tests.

Authentication of an individual is only one aspect of a broader set of applications of identity management. Biometrics can be used to identify a single person in a crowd or to label each person presented to a system. Authentication refers to a specific case, where a person is either an impersonator or not. Impersonation will be uncommon, but for many applications it is important that impersonators are deterred or caught.

The Biometric Database

The concept of using biometric data for authentication is to demonstrate that a set of traits unique to a person match a prior recorded registration of those traits. The pre-stored database associates identity with the biometric data. The recorded data can be stored locally to the individual in an unalterable form or can be accessed remotely. Information technology allows us to access such a database quickly, and the fact that the individual claims an identity means that accessing the appropriate record is easy and does not require a search (although a search is also generally easy).

The stored database needs to be secure, or else an imposter can change the associations. Moreover, stored biometric data will often be classified as personally identifiable information, protected health information, or individually identifiable health information. These categories of information are covered by regulations such as the Health Insurance Portability and Accountability Act (HIPAA) and various state regulations, and so must be kept protected. While compromised passwords can be changed, compromised biometric information is not easily changed. Public key encryption and homomorphic access technologies to compare sampled data with the encrypted stored data are possible solutions to maintain security. However, compromises from hacking are always possible, and privacy concerns exist across much of civil society with respect to biometric technologies.
Types of Biometrics for Authentication

Detailed ways of identifying people based on unique traits dates to the Bertillon System of 1879. Bertillon’s system collected measurements to accompany a photograph of the subject and recorded the data on a filing card to track individuals in the criminal justice system. Bertillon’s system captured five main measurements—the head length, head breadth, the length of the middle finger, the length of the left foot, and the length of the cubit (the length of the forearm). While these measurements were not exactly unique and did lead to a few mistaken identity events, they represent an early approach to systematic identity management. Today’s “mugshot” is a direct hold-over from this approach.

More modern types of biometrics range across multiple modalities and can be categorized as external physiological, behavioral, and internal physiological. Table 1 lists examples of biomarkers that can be used as biometrics, within categories. Most can be used to help authenticate a person, to provide entry, or to permit authorized actions. Some biometrics provide binary data: they either match or they don’t. Other biometrics are analog, and match only if the value is close enough. When used for authentication and referencing encrypted stored values, the associated encryption method needs to preserve “nearness” for such analog measures. For search, filtering, and identification applications, machine learning approaches might be useful in training the recognition system. For authentication, however, machine learning will be useful for finding features in the data that might be best extracted to do the comparison for verification, and a separate decision procedure is needed to decide if the features match the pre-stored features for each authentication instance.

In the next section, we provide more details for current and future biometrics that can be used for authentication, and in many cases other forms of identification.

Current and Future Directions

Certain biometrics for identity authentication have been around for ages and are mature technologies, while others are emerging and still under development. There is often little data about performance levels because the accuracy depends so heavily on the particular application, operating environment, and the distribution of the population being presented. The following is a survey of selected biometric modalities.

Face Recognition Systems

Humans use face recognition as the primary method of identifying people that they meet. Automated face recognition using image processing traces its roots to 1964 and the work of Bledsoe et al., who proposed identification based on 21 measurements. Since then, face recognition has been a mainstay of computer vision research. Recognition often compares facial features based on the spacing of the eyes, the bridge of the nose, the contour of the lips, ears, and chin. Other approaches use features such as the residuals after a principal components decomposition of a cropped image of the face. More recent developments include the use of machine learning for automated feature extraction and recognition against a database of stored faces. Commercial and government applications of face recognition are now standard. Some retail stores use facial recognition to identify returning shoppers. Governments use facial recognition for border control. Non-cooperative access control for computers or physical portals can make use of face recognition. Authentication for logins to web accounts, such as Microsoft, Amazon, Google, and Facebook are valuable enhancements and explains why these companies have interest in face recognition. Other companies and agencies can monitor access to facilities using face recognition to supplement badge readers. Reports of widespread use of
## Table 1. Examples of biomarkers that can be used as biometrics, within categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Biometric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>External physiological</td>
<td>Voice</td>
<td>Identification based upon personal voice tracts</td>
</tr>
<tr>
<td></td>
<td>Facial recognition</td>
<td>Identification by matching features from a map of facial features</td>
</tr>
<tr>
<td></td>
<td>Fingertips</td>
<td>Pattern recognition of the unique features of a fingerprint</td>
</tr>
<tr>
<td></td>
<td>Palm prints</td>
<td>Similar to fingerprints, but not as widely used</td>
</tr>
<tr>
<td></td>
<td>Hand geometry</td>
<td>Identification through the shape and dimensions of the hand</td>
</tr>
<tr>
<td></td>
<td>Iris</td>
<td>Measuring the iris texture through visible and near-IR light to create a unique profile</td>
</tr>
<tr>
<td></td>
<td>Ear shape</td>
<td>Similar to facial recognition but uses a detailed profile of the ear</td>
</tr>
<tr>
<td></td>
<td>Scars</td>
<td>Considered a “soft” biometric identified along with marks and tattoos to identify an individual</td>
</tr>
<tr>
<td></td>
<td>Eye veins</td>
<td>Using pattern-recognition on video images of the veins of the eyes</td>
</tr>
<tr>
<td></td>
<td>Periocular</td>
<td>“Eye” recognition that includes the eyelids, eyelashes, eyebrows, tear duct, eye shape, and skin texture</td>
</tr>
<tr>
<td></td>
<td>Odor</td>
<td>Characterizing and recognizing an individual based on their odor</td>
</tr>
<tr>
<td></td>
<td>Footprint</td>
<td>Measuring the geometry, shape, and texture of footprints for identification</td>
</tr>
<tr>
<td></td>
<td>Skin reflection</td>
<td>Using spectral reflectance of the skin for identification</td>
</tr>
<tr>
<td>Internal physiological</td>
<td>Sweat</td>
<td>Analyzing a profile based on amino acids and other compounds of each user from a sweat sample</td>
</tr>
<tr>
<td></td>
<td>Blood and urine</td>
<td>Analysis of blood and/or urine samples. Blood samples can also be used to get DNA samples</td>
</tr>
<tr>
<td></td>
<td>Microbiome</td>
<td>Using microbe data from stool, saliva, skin, and other collection sites, it has been shown that identification is possible and some samples remained stable for &gt;80% of study participants after 1 year</td>
</tr>
<tr>
<td></td>
<td>EEG/ECG</td>
<td>Taking EEG, ECG, or similar signals collected during a perception or mental task for identification purposes</td>
</tr>
<tr>
<td></td>
<td>Tissue</td>
<td>Can include 2D ultrasound biometric systems. Direct tissue samples can also be used to get DNA samples</td>
</tr>
<tr>
<td></td>
<td>Saliva</td>
<td>Saliva samples can be used to extract DNA samples</td>
</tr>
<tr>
<td>Behavioral</td>
<td>Typing habits</td>
<td>Based on monitoring how a user types, identity and mood can be identified</td>
</tr>
<tr>
<td></td>
<td>Signature</td>
<td>Includes writing rhythm, acceleration, and habits</td>
</tr>
<tr>
<td></td>
<td>Gestures</td>
<td>Generally captured from the face or hand; can classify and identify human motion</td>
</tr>
<tr>
<td></td>
<td>Gait</td>
<td>Monitoring and modeling the way someone walks to identify them</td>
</tr>
<tr>
<td></td>
<td>Touch screen tendencies</td>
<td>Integrating authentication into interaction based on personal tendencies on how a user touches a screen to ensure security</td>
</tr>
<tr>
<td></td>
<td>Accelerometer data</td>
<td>A behavioral biometric identifier built around a user's movements</td>
</tr>
<tr>
<td></td>
<td>How a device is held</td>
<td>Similar to touch screen tendencies and the accelerometer data, how a device is held can also build up a behavioral data set</td>
</tr>
</tbody>
</table>
facial recognition in China suggest population control. As a result of these and many other applications, there are many companies vying as suppliers of facial recognition technology. Further, these technologies are available worldwide. Some face-searching tools are accessible to anyone as companies are able to capitalize on images others upload to the internet.

Face recognition technology is controversial. Some contentious issues include government use of face recognition to track individuals, perform suspect law enforcement activities, repress disfavored ethnic groups, and generally violate privacy rights. Moreover, the technology has been shown to exhibit higher false positive rates for people of darker skin color, and potentially other ethnic biases. As a result, legal restrictions have been placed on the use of face recognition in certain jurisdictions.

Due to years of research progress, face recognition works quite well when evaluated in laboratory settings. Typical benchmark reports show better than 99% accuracy, others with error rate of less than 1%, depending on the number of faces in the pallet of possibilities. Algorithmicists compete internationally: The GaussianFace algorithm developed in 2014 at The Chinese University of Hong Kong achieved facial identification scores of better than 98%. In 2020, one facial recognition algorithm test had an error rate of 0.08%.

For face recognition of images and video “in the wild,” performance figures are less readily available. Performance must be measured in the context of the application and can vary with collection geometry and lighting. As an example, Apple claims that there is a 1-in-1,000,000 chance that a random person can unlock an iPhone using FaceID, but false rejection is less important because one can simply use a passcode in lieu of the biometric. Further, false rejections might not be evenly distributed across the population. Certain faces might be harder to authenticate, because they are too nondescript.

Fingerprinting

Fingerprint recognition is one of the oldest and most developed biometric recognition methods. Latent fingerprint identification has been used forensically since at least the 19th century. Today, automated fingerprint recognition for authentication is regularly used for access control. The FBI maintains the Fingerprint Identification Records System and uses the Integrated Automated Fingerprint Identification System (IAFIS) to match fingerprints against the database. Fingerprint-based access control systems for computer access or physical portal control are available commercially. Many laptops now have built-in fingerprint readers to control login access and use of a password manager, although the software generally allows for a password-based backup in case the fingerprint identification falsely rejects the user. As another example, the airport screening company Clear uses biometrics to authenticate people, with fingerprints as one of the biometrics that can be used.

Historically, fingerprints were collected using ink impressions on cardboard cards. Now, fingerprints can be collected using optical approaches, and can even be obtained by contactless methods. Contact systems can use an image, or measure conduction from a capacitive surface. Certain smartphones now use ultrasonic sensors to collect fingerprints. Contactless fingerprint technologies include commercially available contactless fingerprint scanning technologies, with at least four mobile (smartphone-based) apps and two stand-alone contactless devices on the market. Contactless devices generally require that the fingers are in close proximity to the reader, but a fingerprint of a German defense minister was famously digitally recreated from photos.

The technology for recognizing fingerprints can use a direct comparison of the stored image of the fingerprint against the scanned print, invariant to a certain amount of variation of position and angle. However, this approach can fail to align the features accurately, and so the established method of recognizing fingerprints is by observing specific features (such as loops, whirls, and arches), categorized manually, or extracted automatically using image processing. Biometric identification research continues to include developing improvements to fingerprint recognition, especially for contactless technologies.

The accuracy of fingerprint identification is highly variable, and controversial. For authentication, most systems will establish a loose threshold, with the assumption that imposters will be rare. Crime-solving using fingerprints is well established, but often makes use of other evidence to help narrow the search and improve the apparent accuracy of the fingerprint identification.
Automated Signature Verification

The earliest surviving signature is from 3100 B.C.E., signifying the importance of signatures for authentication. Automated signature recognition can either be static, i.e., comparing one total signature image to another, or dynamic and can involve additional data such as the coordinates, pressure, azimuth, and inclination. Automated signature recognition has been a continuing research application of image processing, both historically, and more recently. Signature verification is heavily used in banking, real-estate, and government applications. Numerous software vendors supply software systems to support signature identification.

There are currently many studies looking at the accuracy of signature recognition. However, scores need to be interpreted in the context of whether one is attempting to reject random forgeries or skilled forgeries. For true positives, there is the issue that signatures naturally change over time and thus require certain tolerances to be accepted. There are famous examples of forgeries that have evaded detection by experts (at least initially) such as the Hitler Diaries. Often celebrities’ signatures sold online have been found to be faked. Research goals would hope to make automated signature verification as good as expert manual verification, but current systems are likely not that good.

Hand Geometry and Palm Prints

In addition to fingerprint recognition, hand geometry (the use of hand measurements) as a biometric has received much research interest. Hand geometry can be combined with palm prints for higher accuracy, using such measures as the area of the hand, and the length/width of fingers, and palm print features such as lines, wrinkles, minutiae, and delta points. Using IR sensors, one can combine information from the structure of veins in the hands and fingers. The goal is to develop a contactless verification system wherein one could wave a hand that would then be evidence of one’s identity.
While much of the hand and palm recognition development is in academic research, since 2013 the FBI has maintained the National Palm Print System of millions of palm prints. Many anticipate rapid growth in the market sector for hand and palm print biometrics, with companies proliferating in hardware, software, and services. These systems claim high accuracy, with one system giving greater than 96% accuracy even against blurred palm images. Still, accuracies have to be interpreted according to the application and the probability of imposters. But since palm prints are easier than fingerprints, if they are indeed sufficiently stable, it would seem to be a very favorable identify verification modality.

*Iris Scans and Retinal Scans*

The human eye is highly variable across individuals, and certain features are stable over time, thus providing a useful biometric marker. Passports already record eye color, but this provides relatively little specificity across the population. The pattern of capillaries and blood vessels on the back of the retina (of either eye) can be used as a far more specific biometric. First patented in 1935, the concept was made practical by a device in the mid-1970s, and has since been commercialized and used by government agencies. Since the eyeball must be placed against an eyepiece, and the scan involves low-intensity illumination by an infrared source, the technique is invasive, and only practical for cooperative identification. While spoofing is difficult for this biometric, the retinal pattern can change over time or due to disease or stroke. For this and other reasons, retinal scans for identification have not seen widespread use. Still, with improvements in optical systems and digital cameras, as well as faster and more affordable processing capabilities, iris scan technology can be expected to become far more prevalent in the future. Once registered, it provides an excellent way to prove one’s identity.

*Other Modalities*

The field of biometrics is large and growing. Here are some of the biometric fields that weren’t discussed above:

- Voiceprints: A spectral decomposition of spoken or recorded speech, plotted as a function of time.
- Typing dynamics: Based on keystroke patterns on a telegraph, computer keyboard, or touchscreen on a smartphone.
- Gate and body motion: Style of walking as gleaned from video or smart phones accelerometers, distinctive body motions; patterns of how a device is held.
- Body odors: Volatile organic compounds (VOCs) that, for example, dogs can use to identify people.
- Chemical effluents: Data from sweat, blood, urine, or analysis of a person’s microbiome.
- Electrical activity: Electroencephalograms/Electrocardiographs (“heart prints”).
- External physiology: Ear shape, scars, tattoos, periocular and footprint data, and skin reflection.
Many modalities can be used in combination to increase specificity. Impersonators can be thwarted if they don’t know which combination of modalities will be used for authentication.

**Biometrics Using DNA**

The ultimate biometric is one’s DNA. Our identity is wrapped up in the 23 chromosomes contained within the nucleus of every cell across our body. These molecules are the core of our identity, and the three billion base pairs contained therein define us as unique individuals based on the many small variations within that code.

Thus, one way to authenticate a person is to sequence their genome and compare the sequence to a pre-stored sequence. While sequencing the entire genome is expensive and time consuming, new solutions that might reduce the cost significantly, and reduce the time required to a mere hour or less.

However, it is not necessary to sequence the entire genome to identify a person. It suffices to find a few dozen locations that vary from individual to individual and sequence those sections alone. This can be done by targeting specific sites, amplifying a few dozen base pairs at each of those locations, and reading off the resulting sequence to obtain identifying information. Currently, forensic DNA analysis uses sites of the human genome with short tandem repeats (STRs), which are specific sites where there are a variable number of repetitions of short sequences of bases where the number of repetitions varies from person to person. A similar approach might also be possible using single nucleotide polymorphisms (SNPs). Using twenty or so such sites (across the chromosome pairs), one can obtain a quite unique identifier of a person, and the process can be accomplished much faster and more economically than sequencing the entire genome.

Sequencing-free genotyping is also being developed. The approach utilizes CRISPR-Cas technologies to precisely target specific sites and then uses biochemical signal generation methods to indicate detection of specific genomic patterns without actually sequencing the region. While still very much in the research stage, these strategies may enable the generation of functionally unique identifiers, while further reducing the time and cost required.

Though there are automated ways of performing sequence and genotype analyses, there are currently no mass-produced affordable analyzers. Further, the chemistry is such that the sequencing of the variable sites will still take a few minutes at least. Thus, DNA biometrics for access control will take too long for most purposes. But for signature verification in place of a notary, say for large purchases or the issuance of passports or other government-IDs, the fact that the verification might take a few minutes (or even an hour) is not a large impediment. After all, signatures are rarely validated in real time. Instead, the challenge is the engineering and production of sufficient numbers of analyzers to make such systems commonplace, and the supply of necessary chemicals.

Indeed, since DNA is the gold standard in identity verification, it is likely that it would be used as the certifying biometric to register other identifiers, which are then used for day-to-day access and verification.

**Conclusion**

Given that passwords and multi-factor authentication approaches to authentication are painful and not particularly secure, biometrics offer a better solution. There are many different modalities to choose from, with the possibility of using multiple biometrics to improve specificity. For each modality, there are technical, cultural, and implementation issues. Fingerprint and face recognition technologies have improved but are far from perfect. Retinal and iris scans seem to work quite well, but have not been widely deployed. Other more exotic modalities are not particularly selective. Yet the need to authenticate oneself for security, whether for access or authorization, continues to increase.

Increasingly, there will be a desire to develop non-invasive, non-cooperative biometric capabilities. In this way, authentication can happen without requiring tokens, passwords, credit cards, or other interventions that take time and effort. People can then gain access to a facility or a computer without interruption. They can be authorized to take specific actions based on their identity. Checkout at stores can happen without a chipped credit card. Autonomous ride share vehicles can authenticate their passenger automatically. Health records can be accessed securely. The convenience and security of passive authentication will be compelling for a large variety of audiences and applications.
Since most biometrics are a reflection of one’s DNA, and one’s DNA is the only truly immutable feature that identifies a person, the ultimate way to authenticate someone is to verify that their DNA matches the registered version of their DNA. Today, this can be done by genotyping or genomic sequencing, which are both relatively lengthy and costly processes. However, in the future, using new technologies, it might be possible to do the verification affordably in minutes. Developing this capability will take research and investment. It will likely take standards to determine the portions of the genome that can be used to distinguish between individuals. It behooves federal agencies to accelerate the development of such capabilities, for both national security and economic dominance applications. The best way to collect a sample for DNA analysis, whether cooperatively or non-cooperatively, remains undetermined.

The capability might not come to fruition or might only be used for extraordinary identifications, but the science and technology for DNA-based identification is clear, as are the advantages.

Endnotes


20. For example, the Center for Identification Technology Research” (CITeR), an NSF Industry-University Cooperative Research Center (IUCRC), and affiliated universities research biometric recognition and credibility assessments. Some of this work features looking at the algorithms for touchless fingerprints. https://iucr.nsf.gov/centers/achievements/ai-helps-shift-touch-id-to-touchless.


24. Leading researchers in this area include Donato Impedovo & Giuseppe Pirlo, the Central Police University’s Department of Forensic Science in Taiwan, CEDAR (Center of Excellence for Document Analysis and Recognition, University at Buffalo, SUNY), and Stanford University’s Law and Policy Lab Automated.


42. Stephen Mayhew, “Explainer: Speaker Recognition.”


46. With the notable exception of red blood cells, which are enucleated in mature form.


49. Sequencing-free testing technologies are being pursued by Mammoth Biosciences (https://mammoth.bio) and Sherlock Biosciences (https://sherlock.bio).

50. Many companies are pursuing biotechnologies related to sequencing and biochemical tests; for a list of several relevant companies, see: Mark Terry, “Top 10 Gene Sequencing Companies by Revenue,” Biospace Nov 29, 2019, https://www.biospace.com/article/top-10-gene-sequencing-companies-by-revenue/.
Can Humans Think?

Robert Hummel, PhD
In 1950, Alan Turing famously asked the question, “Can Machines Think?”

His seminal paper, “Computing Machinery and Intelligence,” led to the introduction of the field of Artificial Intelligence (AI). Alan Turing did not answer his own question, although he speculated that by the year 2000, machines would have passed his test for what he believed would constitute thinking, which became known as “the Turing test.” But can a machine really think, or is it somehow artificial? If a machine can convince humans that it can think, then can humans really think?

Allegedly, a few examples exist of programs that pass the Turing test, but in the end, the arguments that the machines are thinking are not convincing. To put it mildly, the intelligence of the machines clearly remains artificial. Notwithstanding, AI has made significant progress and has been useful in a number of important applications. But the issue of whether artificial intelligence can actually attain “thinking” remains open. This article is about whether thinking is a reasonable goal of AI.
Turing well understood that he needed to define the terms “machine” and “think.” For a machine, he knew precisely what he meant, which is what we now know as a “Turing Machine.” In the same paper, he notes that the model of a machine that he has in mind is universal. Today, every modern digital computer is, for all practical purposes, an instantiation of a Turing machine.1

The definition of “to think” is much murkier. In Turing’s interpretation, he substitutes a test, the Turing test, which is a version of the “Imitation Game,” but amounts to asking the machine to convince a panel of humans that the machine is actually human. It should do this by responding to queries and conducting a written conversation. The “Watson” program developed by IBM to play the game “Jeopardy” is amazingly good at information retrieval and might be considered quite good at convincing people that it is human. After all, it won in certain games of Jeopardy. But even Watson makes mistakes that provide evidence it is not human.

The problem is that the substitution of “to think” with the Turing test is not the same as confronting the question of what it means to think. Admittedly, it is too hard to define “thinking,” as it takes one down the path of trying to understand consciousness and intuition and intelligence and what it means to be human. For good reasons, Turing avoided the question. Clearly, humans can think. And yet, we don’t know what it means to think.

We may have trouble defining “to think,” but we can agree on certain things that are not thinking. For example, looking up information by brute force from a table of information is not thinking.

As an illustrative example, elementary school students memorize the multiplication table. They learn, for example, that nine times nine (9 X 9) is 81. They know this (or memorize this) due to an entry in a matrix that is the multiplication table. This is not thinking. However, if they forget, or refuse to memorize the table, then they might compute that 9 X 9 = 9 X (10 – 1) = 90 – 9 = 81. That reasoning involves some amount of thinking.

But let us agree that table lookup is not thinking. It can be performed automatically without thinking. It follows that a Turing Machine cannot think. This is because, by definition, a Turing Machine is a finite state machine that implements lookups based on a finite lookup table. Because a Turing Machine simply implements lookups, it can’t think. And since every existing digital computer is subordinate to the Turing Machine model, no digital computer can think.

Now, let us suppose that a digital computer manages to truly satisfy the Turing Test. That is, imagine that a digital computer can perform discourse and reasoning such that it can convince most humans that it has the same intellect and reasoning ability as any human. Let’s assume that it has access to experiences and memories equivalent to a typical human’s memory. The mere fact that such a computer can thoroughly simulate a human and “think” in a way that convinces humans that it is equivalent to a typical human, implies that human thought is equivalent to or subordinate to a digital computer. That is, the implication is that the human brain is no more powerful than a Turing Machine.

But we agreed that a Turing Machine can’t think, because it simply implements a finite lookup table. It might be a complicated lookup table, but it still isn’t thinking. So, if indeed a digital computer can simulate a human, it follows that a human can’t think.

Could it be that all humans are merely convincing other humans that they can think, but not really thinking? Can humans think?

The suggestion then, is that all human thinking and indeed intelligence, can be cast in terms of tables and precise steps dictated by a program of a computer.2 There have been ideas of other types of computation that might be involved, such as distributed parallel processing, but AI posits that table lookups giving rise to von Neumann processing (as it has come to be known) should suffice to mimic human intellect.

The question casts doubt on aspects of the field of Artificial Intelligence (AI). While AI only purports to mimic intelligence (and thus produce “artificial” intelligence), practitioners would like to think that their AI programs show evidence of thinking. When Turing asked whether machines could think, the field of AI had not yet been invented. But when McCarthy coined the term “artificial intelligence” a few years later, and researchers met in the first AI conference,
the hope was that the application of logic by computer programs could prove theorems and thus mimic the thinking aspects of intelligent human beings. The implication, however, is that humans don’t really think—that all thinking is actually based on table lookups.

To date, AI has achieved many successes in terms of assisting humans in performing tasks. But there is arguably a lack of “thinking” that can be ascribed to any AI program. Marcus and Davis, leading AI researchers, bemoan the lack of convincing thinking of AI programs in their book “Rebooting AI.” This is not to decry the usefulness of AI to a range of problems and applications. However, it questions whether AI based on digital computers can be interpreted, in any sense, to provide thinking abilities. That is, AI might not be producing any true intelligence, at least as implemented to date. Instead, AI attempts to mimic thinking, in the same way that humans are purportedly deluding themselves into thinking that they can think.

At issue is whether a digital computer as an implementation of a Turing Machine can emulate the human brain. If so, the human brain could then be thought of as its own form of a Turing Machine, albeit one with a great deal of complexity. Do humans perform all thinking by state transitions from one of a finite number of states to another state, based on stimuli (i.e., inputs) from a finite alphabet of possible inputs?

There are two possible answers to this question:

One possibility is that yes, humans are a finite state machine, similar to a Turing Machine, but that the complexity is so large that it seems like they are really thinking, when in fact it is simply that the alphabet and the number of states is so large that it can’t really be understood as simple lookups.

The other possibility is that the human brain is more complicated than a Turing Machine, and is performing steps that are not part of the Turing Machine model.

Alan Turing was well aware of this dilemma. He considered—and rejected—a number of possibilities that thinking required something more complex than a Turing Machine. Thus he adopted the first alternative, that thinking is simply a very complex version of a finite state computer.

And indeed, modern digital computers are Turing Machines (modulo having finite memory stores) but can have incredibly complex state spaces and huge alphabets of possible inputs. For example, modern machines can perform floating

---

**WHAT IS A TURING MACHINE?**

A Turing Machine is a deliberately simple model of computation that is nonetheless powerful enough so as to model what are seemingly far more complex machines. A Turing machine is a finite state machine that can read and write to a linear store (a “tape”) of symbols from a finite alphabet, and that performs table lookups based on the current symbol that is read on the tape together with the current state, thereby writing a new symbol onto the tape, moving the tape either left or right, and adjusting the current state to potentially a new state, among the finite set of possible states. The essential point is that the Turing machine performs lookups using a table of state-transitions, dependent on symbols read from the tape.
point multiplications in nanoseconds. It would not seem that these operations are based on lookups. But in fact they are. Underlying arithmetic operations are algorithms, performed in binary arithmetic, that invoke additions and shifts.3

Does complexity hide the fact that everything in life is actually based on finite lookup tables, and thus there is no real thinking?

The other possibility is that a Turing Machine is not powerful enough to encompass thinking—that a different model of computation is required to actually achieve what we would truly consider thought. By implication, the human brain is more complex than an extremely complex Turing Machine. For example, deep neural networks, which seem so related to neurons and dendritic structures that accumulate inputs, when implemented in digital computers and graphical processing units that use floating point arithmetic to implement matrix multiplications and activation functions, are in fact just Turing Machine lookups that are inadequate to explain what is happening in the brain.

If the goal of AI is to actually emulate a thinking human being, then it is going to need something other than a computer equivalent to a Turing Machine. There are many possibilities. One possibility is to attempt to emulate the brain. However, it is erroneous to assume that the electrical properties of neurons and their graphical structure of connectivity (the connectome) is sufficient to explain the workings of the brain. And even if it were true, the pattern of firings of neurons is far different from the binary signals used in digital computers. It is very possible that the best way to emulate the brain is to get a brain.

We can list many other possibilities for computers that differ from a Turing Machine model, that might have some chance of thinking. Some of these ideas were considered by Turing and rejected. Others, like a quantum computer, were not

Table 1. Different approaches to extending the Turing Machine model to attempt to model a machine that can “think.”

<table>
<thead>
<tr>
<th>Technical Approach</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add randomness</td>
<td>As Turing points out, one can simulate in a Turing Machine, simply by computing successive digits of pi (π) and using them as a pseudo random number generator.</td>
</tr>
<tr>
<td>Parallelism</td>
<td>Most versions of parallelism can be accomplished with a Turing Machine, by simply executing each processor in turn. For simultaneous writes, one can simulate the winning value using randomness.</td>
</tr>
<tr>
<td>Non-determinism</td>
<td>Can be accomplished on a Turing Machine, but just in a different complexity class.</td>
</tr>
<tr>
<td>Analog processing</td>
<td>Difference between representing real numbers versus all rationals is slight, and not likely to be important. Analog is hard to do in silicon.</td>
</tr>
<tr>
<td>Spike train processing</td>
<td>Whereas analog computing normally thinks of neurons as simply encoding the rate of firing, actual neurons have patterns of firing such that time of arrival of each pulse at a synapse is functional. This could be accomplished using specialized hardware. But it is really just more complex analog processing, where spike trains can be represented by vectors of reals.</td>
</tr>
<tr>
<td>Quantum computing</td>
<td>Not likely a brain function. Aim of quantum computers is not thinking, but complexity class reduction for certain algorithms (e.g., Shor’s Algorithm).</td>
</tr>
<tr>
<td>Multiple generative adversarial networks competing on different aspects of intelligent behavior</td>
<td>Has shown remarkable abilities to produce fake images and create realizations of complex statistical random fields, but is implemented using a Turing Machine model. Does the system understand anything about what it creates?</td>
</tr>
<tr>
<td>Implement machine simulated emotion</td>
<td>One reviewer calls this Artificial Stupidity. Would emotions lead to better intelligence? Or just different intelligence. Moreover, not only do we not understand intelligence, we don’t understand much about emotions.</td>
</tr>
</tbody>
</table>
conceptually available at the time. Table 1 lists some possibilities and comments on each. But just because a model of computation is different from the Turing Machine model does not mean that it is capable of thinking. The only existence proof, as best as we can tell, is the human brain. And even then, depending on how one defines “to think,” we can’t be absolutely sure that humans can think.

Turing’s conclusion, after rejecting a number of possibilities, was that sufficient complexity (which he foresaw) would enable computers to convincingly mimic humans (pass his subjective test). Computers are now at least as intricate as his vision of complex machines and have arguably (at times) convinced panelists that there was a human in the background, but machines have not achieved what we would rationally consider “thinking.”

Everyone believes that artificial intelligence is among the top research areas that will be impactful and/or provide transformative technology of the future. China has announced a desire to lead the world in AI research by 2030. None of the discussion above is intended to deny the importance of AI research. However, the goal of that research should be applications that augment or automate tasks normally conducted by humans. Humans are often slower and less effective at tasks that can be automated by a computer.

If the goal is to build a machine that can truly think, then a different kind of machine will be needed. Sadly, current implementations of “neural networks” and machine learning follow the Turing Machine model, and thus, are simply complex deterministic machines that follow the rules of a finite state machine and a finite transition table. If one believes that neural networks and machine learning are steps toward mimicking the human brain, they should understand that they are at best miniscule steps in that direction, and fail to move beyond implementation ability using the Turing Machine model.

This discussion, and the understanding of the workings of any computer that implements the Turing Machine model, suggest that it is a fool’s errand to try to show that an existing computer can think, at least in the way that humans can think.

---

For Further Reading


Paul Austin Murphy, “Alan Turing Believed the Question ‘Can Machines Think?’ to be Meaningless,” *Becoming Human: Artificial Intelligence Magazine*, https://becoming-human.ai/alan-turing-believed-the-question-can-machines-think-to-be-meaningless-7a4a8887b220.


---

Endnotes

1. In fact, although a Turing Machine is seemingly incredibly simple, it is slightly more powerful than existing digital computers, because it assumes it has an infinite store of memory, whereas real computers have a finite amount of memory. In practice, however, the amount of memory is such that existing digital computers are essentially equivalent to a Turing Machine.
2. Von Neumann himself was interested in other models of computation for intelligent behavior.
3. When performing addition of two binary numbers, each “digit” involves two addends and a carry bit, or three bits total, for eight possibilities. The result is a single bit, the summand, and a carry bit, or two output bits. This can be accomplished using a lookup table with eight entries, and two output bits. Thus, all arithmetic operations, including multiplications and divisions, are algorithms applying lookup tables.
The Many Application Areas of SYNTHETIC BIOLOGY

Timothy W. Bumpus, PhD; Sharon Layani; and Alyssa Adcock, PhD
The burgeoning field of synthetic biology promises myriad applications that would mark a major shift in the lives of people worldwide. In the same way that microelectronics transformed society beginning in the latter half of the 20th century, synthetic biology and its applications are likely to again transform society’s relationship with products and nature. Such profound change arises because through synthetic biology, humankind can reach beyond exploiting nature and its biological factories as developed through eons of evolution and begin designing biological products with structures and properties dictated entirely by us.

The advertised applications of these new technologies include developing new classes of therapies and vaccines (which we have begun to see with the mRNA COVID-19 vaccines), the ability to cure previously intractable diseases, or the possibility of eliminating genetic diseases. Much focus has been placed on the possibility of editing human embryos (so-called germline editing), which could result in inheritable changes to the human DNA pool, and the consequent dangers. However, there are other applications that do not require inheritable modifications (somatic cell editing), and still others that do not modify the human genome at all. Our interest here is in the applications outside of human germline editing. Further, there are important applications beyond medical interventions, to include environmental care, agriculture and food production, materials production and manufacturing, energy management, and (even) information technology. With so many diverse applications, it is useful to discuss some of the possibilities in each area.

Introduction

The term “synthetic biology” was coined over a century ago. Since then, synthetic biology has grown into a diverse, multidisciplinary field that leverages tools, techniques, and ideas from biology, chemistry, engineering, computer science, medicine, bioinformatics, and many other fields. Closely allied to bioengineering, synthetic biology aims to create new biological elements or redesign existing processes found in nature. Recent scientific breakthroughs and commercial tools have ushered in new advancements and opportunities. The development of these tools and the maturation of synthetic biology as an academic field has led to the discovery of applications and the formation of companies.

The current field of synthetic biology is the culmination of decades of scientific breakthroughs and technological advancement. From the discovery of DNA and its function, to uncovering its double-helix structure, unraveling the genetic code, constructing a reference human genome, economizing genetic sequencing, and the more recent developments in genome editing, these basic research discoveries have enabled innumerable applications. In his recent book, author Walter Isaacson describes the CRISPR-Cas-9 "genetic scissors" discovered by 2020 Nobelists Jennifer Doudna and Emmanuelle Charpentier as transforming “the future of the human race” and flags the many thorny ethical issues this transformative technology brings to the fore. Most notable of these are the issues surrounding germline editing, which would alter the inheritable human genome. However, these concerns, though extremely serious and justified, should not forestall the use of synthetic biology in its many other applications.

Depending on what one includes in the breadth of synthetic biology, market potentials for applications (in annual US dollar amounts) are estimated to be in the tens of billions for new applications over the next few years. Venture capital funds and foundations have been established to support and accelerate developments. Dozens of early-stage start-up companies have been formed in the US, while at the same time basic research continues in academic and corporate research laboratories to provide greater understanding of the opportunities afforded by synthetic biology. Brining applications to fruition and commercializing synthetic biology products, however, will require considerable work and technological expertise.

It is clear that the field is in its infancy, and thus the full range of applications remains largely unexplored. Many applications, as yet unimagined, might be possible as the field expands. For example, it is possible to modify DNA to admit replacements for one or more of the four nucleotides, or to expand the number and kind of nucleotides. One such experiment used eight different nucleotides. Such
an expanded genetic alphabet will surely allow researchers to explore new possibilities and may result in new proteins and polynucleotides with previously unattainable, or even unimaginable, properties and functionalities. While some researchers work to build new biological systems and capabilities from the ground up, others are starting with the nearest facsimile nature already possesses and then through directed evolution teaching that protein new, alternative functions. This allows for biology’s catalysts (enzymes) to do more of the work that was once done by teams of human chemists.

In this article, we discuss the current activities in and progress across a number of synthetic biology application areas. In all cases, however, much more development can be expected—leading to a range of new products, many not envisioned here. As the academic field continues to organize and expand, the range of applications for exploration will likewise expand, through startups and industries. Our focus here is on what is known now about applications and their logical extensions.

Human Health Care

In 2020, we learned how messenger RNA (mRNA) can be designed to instruct human cells to produce a protein based on a portion of the SARS-CoV-2 virus that causes COVID-19, thereby teaching the immune system to produce antibodies (the body’s major element of immunological defense) prior to an infection. The rapid development of this novel vaccine has profoundly impacted society and promises future vaccines and therapies based on an analogous approach. Based on rapid genetic sequencing, computational biology, and biomanufacturing, the Moderna and BioNTech/Pfizer vaccines have become advertisements for the success of synthetic biology.
The production of mRNA vaccines is but one of the successes of synthetic biology in biomedicine. Engineered yeast have been used to produce semi-synthetic artemisinin for an anti-malarial drug, and production of the diabetes drug Januvia uses a new directed evolution derived enzyme to replace older, environmentally harmful manufacturing processes. A new form of cancer treatment called CAR-T cell therapy (for Chimeric Antigen Receptor T-cell therapy) uses synthetic biology to alter T-cells harvested from the patient’s body to attack tumors. The success of CAR-T cells has sparked interest in applying the same technique to other immune cell types, such as natural killer cells. Other interventions under development use engineered probiotics to augment the body’s immune functions through the gut’s reservoir of commensal bacteria. Yet other developments use synthetic biology to generate 3D scaffolds upon which to culture cells and regenerate bones, tissues, or potentially even whole organs.

Successes to date just scratch the surface of possibilities for synthetic biology in the design of novel diagnostics, therapeutics, vaccines, and preventative health care. Future applications include further vaccine development (potentially again using mRNA vaccines) to thwart a host of viral afflictions (for example, the common cold), prophylactic healthcare, treatments for metabolic disorders, and stopping emerging infectious diseases before they become pandemics. Further, it can be applied to uncover biologics that counter the effects of aging on the human body.

Because market forces will drive demand, we can envision that synthetic biology will also serve the interests of performance enhancing drugs, supplements, and production of unapproved pharmaceuticals. In these cases, efficacy is likely to be a mixed bag as it will be based on understanding the biological mechanisms of the human body, which are immensely complex. Synthetic biology will be a component of the research that increases our understanding, but it is not guaranteed that all biologics will provide safe and effective results, regardless of the method of production.

Going forward, we can expect synthetic biology to be the crucial enabler for precision medicine. Precision healthcare, which includes individualized medicine, is often regarded as the future of human healthcare. Precision health would revolutionize the practice of medicine by tailoring diagnostics and therapies to individuals based on their unique genetics, microbiome, diet, lifestyle, environment, or individual disease characteristics. Diagnostics and therapeutics may then be tailored based on those particulars, making use of synthetic biology where necessary and appropriate.

Earth’s Biological Environment

The tools of synthetic biology can be applied by humans to augment, improve, and better exploit the earth’s biological environment. That environment consists of the delicate ecosystems that surround us and with which humans must coexist. Over the millennia, humans have profoundly impacted the biological environment, often warring against pests and threats while exploiting other plants and animals for our benefit. Synthetic biology provides unique opportunities and capabilities to further these influences on the environment, ideally in beneficial ways.

Fighting undesirable, disease carrying, or invasive species may now be accomplished through synthetic biology, in preference to the introduction of competitor species. For example, genetically modified mosquitoes are being developed to curtail the spread of mosquito-borne diseases, which remain a serious threat to human health. Field trials have recently begun in the Florida Keys to test both the efficacy and effects of such approaches in natural ecosystems. A biopesticide approach to controlling locust infestations has also been proposed, using synthetic biology to reprogram the insects’ microbiome and disrupt essential genes via bacteriophages. Gene drives (a genetic construct that alters the genetic makeup of a particular species by inserting a small piece of DNA into an individual that then spreads the genetic makeup to a greater percentage of the population) and viral vector delivery systems are highly modular approaches that will likely find many new applications, to include addressing infestations, limiting the spread of zoonotic diseases, or culling invasive plants or animals.

Other applications of synthetic biology to altering the earth’s biological environment can involve generating microbes with desirable properties. Such developments might portend an ability to clean up oil spills or remediate other forms of environmental and xenobiotic pollution. Application of such microbes may hasten the degradation of plastics in landfills, promote nitrogen fixation, improve soil productivity, and reduce fertilizer usage, or even reduce atmospheric greenhouse gas levels. Synthetic biology can also enable the development of biological markers that can be used as sensors, to detect the presence of contaminants or pollutants. One such research development involves...
bacterial infused beads that can be spread across the surface of a field and which fluoresce green in the presence of trinitrotoluene (TNT) vapors to detect buried landmines.\textsuperscript{24} Indigenous plants might also be modified in a similar way, so as to include sensors that can be observed optically or by other spectroscopic means.

In the realm of multicellular creatures, there have been serious thoughts about bringing back the wooly mammoth through synthetic biology,\textsuperscript{25} based on genetic information found in preserved DNA strands. Such techniques could also be used to restore recently extinct species or re-establish species that are nearly extinct. This could include, for example, rescuing certain species of trees from a blight, or treating a species of beneficial bees to resist specific diseases.

Admittedly, many of these applications come with profound risk. Humans have often caused grave environment damage, frequently as a result of good intentions gone awry. Modern interventions using synthetic biology must be carefully tailored to the specific problem and have safeguards built in to prevent undesirable effects. These are challenging issues, spanning scientific disciplines and jurisdictional regimes. Special caution is warranted because many forms of synthetic biology involve unleashing life forms that replicate and proliferate.

Agriculture and Food Production

While controversial today, genetically modified organisms (GMOs) have been produced historically through animal husbandry and agricultural practices involving plant breeding. However, now, it is possible to apply synthetic biology approaches to add or subtract genes to plants and animals to produce desirable benefits. Viral transduction, which uses a virus to transfer genetic material, has been used to produce hardier plants.\textsuperscript{26} Famously, Monsanto developed seeds (such as soybeans) that are immune to the deleterious effects of the weed killer Round Up\textsuperscript{®} thereby allowing for greater crop yields.

Less notorious uses of synthetic biology for agricultural purposes are found in the development of fertilizers rich in engineered bacteria to improve crop yields,\textsuperscript{27} and the development of artificial food additives using custom fermentation.\textsuperscript{28} The latter products can include sugars, flavor simulants or enhancers, dietary supplements (such as flavonoids and terpenoids), and oils and fats (lipids) for food enhancement. Using knowledge of human taste and olfactory receptors, it might be possible to develop new flavors of foods more pleasing to human senses. Looming on the horizon, and of much interest in agriculture, is the use of synthetic biology to culture meat directly from engineered
cells, obviating the need to butcher animals. Already, the FDA has approved a fish food that has been developed through the editing of a bacteria’s genetic makeup that produces a flour-like aquaculture feed. While seemingly far from growing a synthetic beef steak, numerous companies and research labs are in a race to develop cultured meat with properties identical to animal products. Some predict that within five years, consumer cultured meat products will be commonplace. Others believe that getting the texture, grain, and mix of fats to properly mimic actual butchered meat will prove more difficult. The technology to make it happen, however, includes a number of synthetic biology concepts, as well as 3D printing technology using multiple constituent cell types.

Similarly, other food products, to include fruits and vegetables, might be cultured from media using biological processes that do not rely on natural soil and sunlight. Efficiencies in food production using synthetic biology to culture cells, whether meat or vegetable, extend beyond the rate and aesthetics of production. Consider the situation of a contained bioenvironment, such as a long-duration manned space capsule, or an Antarctic outpost. Production of fresh food via cell/tissue culture, as opposed to long term storage or resupply using long transport lines, can offer major advantages. Further, by using recaptured water to reconstitute freeze-dried media, the total weight of the food supplies can be significantly reduced. Beef, for example, is around fifty percent water, so by culturing cells in reconstituted media to produce a juicy New York Strip, you could eliminate up to half the weight of the beef supply, while supplying a superior fresh food product.

Synthetic biology might also be able to detect and reduce issues of food spoilage. Biological sensing mechanisms embedded into the packaging may monitor the state of the food degradation, such as detecting milk spoilage. Today, some foods are irradiated to prolong their lives, which is an indiscriminate way of adjusting the biological makeup. Additives or packaging designed and manufactured via synthetic biology would be able to more precisely counter processes that cause food spoilage, producing foods that require less in the way of refrigeration to achieve long shelf lives. Such biologic sensors and additives could dramatically transform food distribution and storage.

Materials Production and Manufacturing

Biological processes produce a large variety of proteins with diverse structural and chemical properties. From delicate silk thread fibers with immense tensile strength, to the cellulosic structures to enable trees to reach their towering heights, natural biology can construct and manufacture an amazing array of useful structures. Through synthetic biology, humans may also start to make use of biological processes to produce specially designed materials and construction methodologies. By replacing or modifying traditional processes such as chemical synthesis and commodity manufacturing, we are likely to design novel materials and new applications, all the while improving the efficiency and reducing the environmental impact of manufacturing.

Though biomanufacturing remains in development, both existing materials companies (for example Dupont) and innumerable start-ups are exploring how best to leverage biological processes to generate products. Bio-cements, for example, are being produced to create materials and adhesives for construction that reduce its carbon footprint. There is also a long history of attempting to produce silk thread, normally associated with spiders and silkworms, which thanks to synthetic biology is beginning to achieve meaningful success. Commercial-quality nylon 6 yarns, films, and engineered bioplastics are the intended products of a joint venture that produces bio-renewably derived caprolactam (a precursor to these products). These replacement products are intended to be more sustainable and environmentally friendly. The Department of Defense has awarded a Manufacturing Innovation Institute, called BioMade, to the Engineering Biology Research Consortium led by Cargill to “identify and innovate on shared challenges in scaleup and downstream processing to further strengthen the US economy in the production of bioindustrial products.”

Researchers are using synthetic biology to develop cell-free protein synthesis methods. Proteins are typically produced in cells, where cellular membranes render these biochemical wunderkinds largely inaccessible. Synthetic biology now permits protein synthesis without cell membranes, to scale up production of therapeutic small molecules and glycoproteins, fine chemicals, biofuels, and even bio-enabled smart materials. Cell-free synthesis brings to convergence materials science and biomanufacturing at the nanoscale.
Biology can also combine, stack, and recombine nanostructures to produce macrostructures, such as plants and animals. Functionally graded materials differ from bulk or composite materials in that mixtures and arrangements can be deliberately adjusted within the material. The chemistries and precise spatial control required to build structurally strong, lightweight materials, or materials with corrosion resistant surfaces or embedded sensors, are difficult processes with standard chemistry and manufacturing, but perhaps possible with biological manufacturing. Our mastery of synthetic biology is likely to be key to developing a large range of such materials.

Energy Production and Management

Fundamentally, biological organisms are simply energy management systems that take in energy in the form of food and/or sunlight, perform energy conversions, and then expend or store that energy. Commercial industry (a decidedly non-biological creature) is now looking to synthetic biology to mimic some of these processes to create artificial photosynthesis, create biofuels, and develop bio-battery energy storage capabilities. Materials that can help catalyze or facilitate ion transport are important to quality batteries, and synthetic biology might generate specialized materials for applications in this domain of battery refinement.

Current capabilities use engineered E. coli to convert waste materials (such as wastepaper and carbohydrates) or microalgae harvesting the sun’s energy to produce diesel fuel alternatives. While much vaunted, such technologies have, to date, attained limited commercial success. Another project is researching the use of modified DNA to encode enzymatic processes that convert complex organic fuels (likely, waste products) into energy. Researchers are also very interested in harvesting solar energy through a synthetic form of photosynthesis, thus converting the sun’s plentiful photons to accessible chemical or electrical energy.

Artificial lighting is a major consumer of electrical energy, but can potentially be replaced by bioluminescence, enhanced using synthetic biology. Far from being a jar of fireflies, engineered luminescent microorganisms might be able to produce a “living light” efficiently and sustainably.

Most of the potential uses of synthetic biology for energy production and management are in the basic research phase. A conference sponsored by the Basic Research Directorate within the Department of Defense (Research and Engineering) in 2018 explored “Future Directions of Synthetic Biology for Energy and Power,” and considered basic research directions involving electrocatalysis, electron storage (batteries), and ion transport materials. Each of these directions can support application areas discussed above. The workshop concluded that the applications are varied and promising, but that much development will be needed to translate the scientific principles into practical applications.

Information Technology

While there are no extant computers based on synthetic biology, it is within the realm of possibility and a logical development based on a fundamental understanding of biological principles.

This discussion is not about attempting to mimic the human brain or simulate intelligence through the workings of neurons. Instead, we look at the functions of DNA editing, protein production, and metabolite synthesis as information processing tools and consider whether the storage and logic functions that are implied by such biochemical processes could be used for information technology purposes.

DNA is highly stable due to its unique chemical structure and the double helix structure formed by Watson-Crick base-pairing. Each position within a given strand of DNA may contain any one of the four natural nucleotides, adenine, thymine, cytosine, or guanine (an alphabet which could be expanded with new nucleotide insertions). Each position within a stand, therefore, is equivalent to two bits (or more) in a traditional binary computer. DNA can thus be viewed as an extremely compact, stable long term information storage system. Then, transcribing DNA to RNA and translating RNA into protein can be viewed as a readout function, using random access addressing. Yet more relevant to computing, the ability to edit individual base pairs through gene editing techniques (such as CRISPR) represents state transitions according to specific rules, which is analogous to the processing of a Turing machine. However, with DNA processing, it is possible to perform multiple operations at the same time (parallel computing), and thus, biological computers could represent an entirely different model of computation.
These ideas have been codified in a subfield called computational synthetic biology (CSB) which has been called “the next big thing in data science.” Companies have been forming in conjunction with investors, with early emphasis on data storage using DNA. However, biology-based computer architectures might well be on the forefront.

Summary

In each of the application areas discussed above, there are practical ideas for producing products, and in many cases, nascent products being produced by companies. However, we have just begun to explore the potential applications of synthetic biology. Many new products and applications are possible. We are limited only by our current imagination and resources. We have likely not exhausted the areas of potential application here, having highlighted just six of today’s most promising categories. New categories are likely to emerge, as additional synthetic biology tools become commonplace. New and yet more precise gene editing capabilities are likely to emerge. New protein and nucleic acid building blocks might be developed. A better understanding of how the genetic code is transformed into multicellular structures can lead to new structural materials. Our ever-increasing understanding of protein structures and properties as a function of the genetic sequence make extensions beyond nature-provided substances increasingly plausible. At this point, there is more that is possible than there is knowledge about genes and protein properties.

At issue is who will dominate in these fields, and who will be first to bring capabilities to market. With wide dissemination of results in basic research, as is appropriate, first to market depends on the spirit and ingenuity of entrepreneurs.

Recognizing that there are dangers, especially when unleashing reproducing biological entities, the opportunities are nonetheless compelling. The possibility of performing human gene line editing is an unfortunate distraction at this point in time, but one that will require international cooperation on responsible policies. The principal impediments to synthetic biology today consist of imagination and resources. Imagination requires a corps of educated and invested people inventing products and developing the production processes, likely as part of academia, start-ups, and government labs. Much knowledge of how to utilize synthetic biology has yet to be attained. Often, developing products will be hard, requiring a great deal of knowledge and expertise in biology and other disciplines. Such efforts ultimately require significant investment, both financially and societally as we need a cadre of scientists and entrepreneurs with sufficient knowledge to implement applications at scale. The US led the world, and reaped the benefits, in the development of microelectronics during the 20th century. It would behoove us to do the same as the burgeoning field of synthetic biology continues to emerge.

Endnotes

Re-Embrace American Science and Technology

Reimagine, Reinvent, Restart

Jennifer Buss, PhD

This article is adapted from the online publication, Re-embrace American S&T.
America must invest in bold, imaginative, and inspirational endeavors to tackle the hardest challenges facing the world—challenges which may only be overcome through inspired scientific research and inventive technological development. As Americans begin emerging from the pandemic’s long shadow, we look to the future and find ourselves at a unique crossroads. Congress and the Biden administration are considering massive infrastructure investments, economic stimuli, and funding for science and technology—programs on a scale not seen in nearly 100 years. The dramatic scale of these programs necessitates that we ask ourselves the following: How can we best leverage these investments to promote American interests, retain America’s leadership of the science and technology enterprise, and ensure the nation’s safety, security, and prosperity for years to come? The answer is to re-embrace American science and technology.

Inspire, Inform, and Re-imagine to Promote American Science and Technology

We must apply science and technology leadership to all aspects of American life. We must inspire talented people to continue the American tradition of innovation, ingenuity, and scientific advancement. A prerequisite to maintaining global leadership in science and technology is public support for the scientific enterprise. Generations of Americans, scientists, engineers, and informed citizens alike, were inspired by 20th century scientific accomplishments—the space race, the introduction of microelectronics and personal computers, and the challenges brought on by Cold War era defense research projects. But today, it seems that reverence has waned. Distrust of scientifically enabled advancements has spiked, and public support for such investments, particularly in fundamental research, has diminished.

It is now time to dream big, to think boldly, and to inspire society through the benefits of scientific and technological leadership. America should once again tackle grand, transformative challenges such as re-imagining the International Space Station as a cooperative International Lunar Habitat, re-envisioning transportation technologies (both personal and commercial) via smart infrastructure and autonomous vehicles, and revolutionize manufacturing with programmable and biological manufacturing techniques, sustainable materials, and recycling. These are not small objectives, but they are possible. They will demand new discoveries, bring forth new products and market sectors, and stimulate a dynamic American economy. Most importantly of all, they will inspire the most talented people in the world to join together in the American science and technology enterprise.

Rebuild the Infrastructure for American Education

The United States has long enjoyed its place at the head of the global science and technology community. With the best universities and research laboratories, along with innovative industries that rapidly adapted and adopted new technologies, the United States leads the world in science Nobel prizes and remains the place for international students to come study, as well as for scientists around the world to reach the pinnacle of their career.

Continued American leadership in science and technology, however, is not guaranteed. Rivals to American dominance have observed the advantages of indigenous technological advances and have invested in long-range plans to attain excellence in science and technology across broad ranges of disciplines. US graduates in science are finding opportunities elsewhere, and American enthusiasm for science and technology has faded.

It is vital to restore American leadership in science and technology; to attract the best scientists, both domestically and internationally; to provide the best national security technologies; and to grow the economy with world leading products and capabilities. Re-invigorating American leadership in science and technology is possible because of the legacy of talent and resources still in existence. However, continued leadership requires a ready supply of scientists and technologists fed by a vibrant pipeline of training and engagement as well as protection of the intellectual property rights of the final product around the globe. The infrastructure for American science and technology includes education, training, institutions, jobs, and laboratories. In the same way that the American infrastructure of roads and bridges requires attention, the infrastructure for the American science and technology enterprise needs commitment and investment.
Capitalize on Biotechnology Advances to Remake Health Care

New technologies all around us are changing the way that we live. Changing the way we live will, naturally, change the way we provide our health care, too. Sensors, data analytics, and telemedicine are redefining 21st century health care.

Major biotechnology breakthroughs, many achieved in part due to necessity during the coronavirus pandemic, should be leveraged to provide other health benefits and redress long standing challenges such as the seasonal flu or perhaps even the common cold. Advanced sensors, wearables, and biometric data should inform doctors—not just individuals—and improve the care, and ultimately health of every American. We should continue to capitalize on the positive transformations to health care delivery as a result of the pandemic. Telemedicine should enable those in rural communities, juggling unpredictable work schedules in the gig economy, among other challenging scenarios, to receive the same high level of care enjoyed by millions of urban-dwelling Americans. Changing how we use technology changes the way we care for people and can aid in improving the lives of all Americans.

Due to its breadth and numerous applications, biotechnology research is conducted across multiple agencies in the US government. To build on recent advances, new and bold research projects and organizational structures should be promoted. Rapid progress is expected, and American leadership is required.

Leverage Science and Technology to Reduce the Greatest Risks Confronting Society

US science and technology is a lynchpin of our national security. The nation faces many threats, both natural and adversarial, a selection of which are enumerated in the Intelligence Community’s 2021 Worldwide Threat Assessment. Each of these threats, among others, present daunting challenges. But we can still have faith that the American intellect can confront, mitigate, and/or deal with these serious threats. That science and technology in conjunction with sound policy, diplomacy, and good practices can prevail. But again, we must think boldly, because mitigating these threats will often necessitate defending all of humanity.

Scientists need to develop technological solutions wherever possible, balancing short-term and long-term objectives with levels of acceptable risk. We need wise resource allocation based on a sensible prioritization and risk analysis. Leveraging international collaborations is worthwhile but needs to be handled carefully to avoid assisting adversaries against our interests. Management of the options is as hard as the development of ideas to explore. But the opportunity is to utilize our demonstrated excellence in science and technology to develop defenses against the most likely threats. The key is to both develop technological solutions whenever possible, and to balance long-term with short-term approaches.

We believe the United States should focus on scientific and technological means to perform data analytics at pace with events and improve situational awareness in a world awash with information; to promote cognitive security in the face of growing algorithmic warfare; to provide clean, reliable energy supplies; and to clean the atmosphere and combat global climate change through geoengineering.

Conclusion

The continuation of America’s preeminence rests on the promise of America’s minds and the might, both economic and military, that they produce through scientific research and technological adaptation. We live in a complex, competitive, and technical world, therefore the United States must re-imagine and re-invent its path forward by re-embracing American science and technology.

For Further Reading

Autonomous vehicle technology promises to make driverless vehicles a reality. Yet the introduction of commercial driverless vehicles has been delayed, and there are warning signals that perhaps the technology will not be ready any time soon. We list some of the warnings, successes to date, and challenges to their introduction and integration into the transportation enterprise. We note some particular special cases where introduction might be possible in the short term. One difficulty is that the development of autonomous vehicle technology is proceeding under the assumption that the infrastructure (the roads, and other vehicles) will provide minimal assistance. We note that government could accelerate the development by providing standards, sensors, and communications as part of the infrastructure as improvements are made to roads and bridges.
Disillusionment?

Very few years ago, autonomous vehicles were going to change the world. Now, it seems as though the revolution has been postponed. Indeed, in the past year, there have been significant signs that disillusionment has set in. And yet, progress continues to be made and many demonstrations and experiments show promising results. Research and development are absorbing resources and talent worldwide. Does government have a role? Where do we go from here?

Before we describe the accomplishments to date, consider the warning signals:

- Uber, which had invested billions into developing driverless vehicles for their ridesharing services (which would then become robo-taxi services), spun off its autonomous vehicle effort in late 2020 to form a new company called Aurora.\(^1\) Uber invested $400M in Aurora.

- Lyft followed suit, selling its autonomous vehicle subdivision to a subsidiary of Toyota, in early 2021.\(^2\) It seems that both Uber and Lyft had been competing in development of robo-taxi capabilities but became disillusioned by the delays and cost of development.

- Yandex, a Russian/Dutch concern that was (among other things) pursuing self-driving vehicles for robo-taxi services, spun off the division to an independent entity called Yanex Self Driving Group, in late 2020.\(^3\) Independence facilitates raising venture capital.

- In 2018, prior to Uber’s divestiture, an autonomous Uber test vehicle with a safety driver struck and killed a woman walking her bike across a busy highway in the dark of night.

- Waymo, a division of Alphabet, announced the departure of the CEO and many of its top executives in early 2021,\(^4\) thereby suggesting Google’s multi-year foray into the development of autonomous vehicles is also not proceeding at the expected pace.

- A preliminary investigation of an accident where a Tesla vehicle ran into a tree killing two occupants indicated that there was no one in the driver seat.\(^5\) Tesla vehicles include an “Autopilot” mode that serves as a driver assistance system. Tesla CEO, Elon Musk,\(^6\) denied that Autopilot was enabled at the time of the crash.

- In 2019, Phys.org provided five reasons why experts say that self-driving vehicles carrying passengers are at least ten years, or maybe multiple decades, away.\(^7\)

- A New York Times article in May 2021 quotes industry executives to suggest that the “transformation” will occur over the next “30 years.”\(^8\)

No one is giving up, and none of these signals indicate that self-driving vehicles are impossible. On the contrary, many companies continue impressive research and development, and commercial success seems imminent. However, initial progress has been slower than once anticipated.

Positive Autonomous Vehicle Developments

Plenty of experimental systems operate on real roadways, carrying human occupants. In some cases, the vehicle operates without a safety driver. All the major automobile companies either have R&D efforts in subdivisions or partnerships in technology companies, or both, to develop increasingly more autonomous control systems. Moreover, some cities employ “robo-taxi” services as pilot programs.

Several technology companies have impressive demonstrations with online videos showing driverless vehicle operation. Much of the impetus is to provide and expand robo-taxi services, where the control system allows the vehicle to serve as a driverless taxi service, taking paying customers from one location to another. Much like Uber and Lyft, the service is summoned using an app.

One of the main pilot programs is taking place in Phoenix, Arizona. Google started an autonomous vehicle subsidiary in 2009, which is now part of the Alphabet portfolio in a company called Waymo.\(^9\) Waymo One, out of Phoenix, is an autonomous vehicle ridesharing service that operates...
without people in the driver’s seat. Waymo Driver is their autonomous driver technology, which they claim is the world’s most experienced driver according to odometer readings.

Other tests and pilot projects are taking place in Gangzhou, China. This large metropolitan city (the third largest city in China, 75 miles from Hong Kong) hosts a (free) robo-taxi service by WeRide, with over a hundred thousand rides through 2020. In addition to Gangzhou, WeRide is authorized to test driverless vehicles in San Jose and claims over 2.5 million miles of testing and operation. Another competitor in Gangzhou, DiDi Autonomous Driving, is a break-out from DiDi Chuxing automaker and has raised a billion dollars equivalent in venture capital. They have an online demo of an autonomous vehicle operating for five hours without intervention from a human driver (i.e., without a disengagement).

Another impressive demonstration is presented by Mobileye, a company owned by Intel, with demonstrations of autonomous driving using visual sensing and crowdsourced mapping technology in Jerusalem, Israel, driving for twenty minutes in a complex urban environment without disengagements. The vehicle merges into traffic, navigates complex turns, and senses and avoids pedestrians.

One of the main autonomous vehicles companies, Cruise, is a subsidiary of GM and is backed by GM and Honda, with further investments from Microsoft, Walmart, and venture capital. Cruise has a resulting valuation of at least $30 billion. They have displayed a driverless concept car called Origin, which has no steering wheel or gas pedal. Intended ultimately for the ridesharing market, it is likely to initially see use in special transport situations, like transporting people from parking lots to tourist venues. (A French company, EasyMile, has fielded such driverless shuttles.) Cruise has been testing autonomous vehicles based on the Chevy Bolt in San Francisco and claims to have logged the most miles compared to all competitors. These tests are said to be driverless with minimal intervention by a safety driver (said to be Society of Automotive Engineers [SAE] Level 4 conditions). In March 2021, Cruise acquired Voyage—a company that has tested some of its autonomous vehicle technology under certain speed restrictions within retirement communities. Cruise has plans to start a robo-taxi service in Dubai in 2023.

There are dozens of other technology companies developing autonomous vehicle components or supporting technologies. Inexpensive sensors and communications devices are especially important. Much development is required to train (or teach) systems about special cases in navigation and traffic negotiation.

All of this implies that the autonomous vehicle revolution is about to happen, with commercial availability for driverless vehicles and robo-taxi services imminent. However, the tests to date all have certain restrictions and constraints, with the hope that these restrictions can be overcome through further development. Moreover, most of the development assumes that the road and associated infrastructure is unavailable to assist autonomous vehicles, except that GPS and geolocation services are a given. Because the challenges are great, assistance from infrastructure could be important to safety and further success.

Challenges

Car and Driver says that R&D for self-driving cars has cost $16B as of early 2020, and there is not much short-term reward. A significant fraction of the US total R&D budget is dedicated to the development of various forms of autonomous vehicles, largely funded by venture capital. The opportunity costs are significant, but the potential payoff is large. So far, the payoff is minimal in terms of return on investment.

Still, the demos and testing of the companies engaged in developing autonomous vehicles continue to show steady progress and impressive results. We noted commercial robo-taxi services in Phoenix and Gangzhou, and we expect to see them elsewhere, soon. Yet the warning signs and experts suggested that long-term benefits might be decades in the future. So, what is the disconnect? Will we see driverless vehicles in everyday traffic soon? Will robo-taxis become the more common form of commuting, and when?

The difficulty is that there are important challenges to the widespread adoption of truly autonomous, driverless vehicles.

Most of the time when driving, a person pays relatively little attention, adjusting the steering or acceleration in response to simple visual inputs. Machine learning can accomplish the same by interpolating from training data to provide safe
autonomous navigation of a vehicle, for those cases where there is plenty of data. The methods can include a mix of deep neural networks, together with rules based on specific inputs like lane markers and stop signs. And thus, driverless vehicles have shown a level of success, generally with a safety driver present, in limited domains.

But problems arise when you consider the volume of activity that is encompassed by vehicular transport in the United States. Americans drove around 3.2 trillion miles in 2019 (fewer miles were driven during the 2020 pandemic). In 2020, all autonomous vehicles world-wide drove less than 2 million miles, which was more than in 2019. The leaders (by far) in miles driven were Waymo and Cruise. While 2 million miles is sufficient to start to give an indication of the frequency in which an operator needs to take over (disengagements), it can’t possibly be representative of all the various conditions and situations that are encountered in 3.2 trillion miles. Waymo says that they have driven a total of 20 million miles since 2009 (a twelve-year period), with 6.1 million of those miles in the Phoenix, Arizona metropolitan area.

While millions of miles have been accumulated for training, trillions of miles will be necessary. That is six orders of magnitude apart. Thus, the challenge is to deal with many kinds of weather conditions, environments, and navigation situations to include parking lots, tunnels, underground facilities, round-abouts, etc. Simulations can fill in needed experience to a degree, but massive collection from non-autonomous vehicles may be essential. Furthermore, statistical approaches based purely on training are likely to be inadequate: rules and methods of inference will likely need to supplement training. And then there are the extremely unusual situations.

At times, driving requires anticipation and/or analysis of the intentions of other drivers. Sometimes driving requires extrapolation from prior experience concerning road conditions or the local environment, with analysis based on very few, if any, prior experiences. Pre-encoded rules do not necessarily cover all possible cases. Today, machine learning techniques in artificial intelligence are not capable of such deeper reasoning and instead rely on many examples for interpolation from training data. Accordingly, until artificial intelligence approaches can perform extrapolative analysis based on few or no prior experience to cause a vehicle to successfully navigate unusual or challenging situations, a fully autonomous vehicle will not be possible. On the other hand, vehicles should be able to navigate safely under many conditions when these rare situations are not present.

There is also the issue of autonomous vehicles operating in conjunction with human drivers. Humans infer the intentions of other drivers all the time to ensure their own safety. They might have difficulty inferring the intentions of autonomous vehicles, and autonomous vehicles almost certainly are not good at inferring humans’ intentions as it bases its decisions on average cases.

It is widely thought that once autonomous vehicles are safer than human drivers, autonomous vehicles will find a widespread commercial market. The economic benefits are large, providing the driver can be taken out of the loop. But safety is a separate issue. The marketplace not only needs to know that autonomous vehicles are safe, but they also need to be convinced.

Beyond statistical significance in proving safety, convincing consumers might require that autonomous vehicles be vastly safer than human drivers. The average person overestimates their own abilities, but also assumes a greater risk of loss when emplacing trust in someone else, or something else.

One of the greatest challenges, however, will be liability. Currently, drivers pay insurance companies to pay for losses, because drivers incur the liability for most accidents. With autonomous vehicles, the software developers must incur at least some of the liability, which will significantly raise the cost of software delivery and thus the cost of the vehicles. While overall costs might simply be shifted, or even decreased, the perceived entry cost of possessing an autonomous vehicle, or using a robo-taxi, might inhibit adoption.

Prognosis

First, note that advanced driver assistance systems (ADASs) have already made driving far safer and have begun to dominate the market for new cars. While far from driverless technology, these systems use sensors and processing to assist drivers in keeping vehicles and their occupants safe. But ADASs do not get rid of the driver, and thus the payoff is in terms of safety. We expect increasing sophistication of available commercial ADASs.
Greater levels of autonomy are possible, but there remain issues around highly unusual situations and conditions which currently require the cognitive skills of a thinking human driver. The goal, for the time being, will therefore be to develop vehicles in which a human can take charge when required, but most of the time offer minimal input. Safety will be enhanced, and drivers will have more freedom if they can be divested from the mundane driving tasks. However, for now, having a driver (whether in the vehicle or remote) that can take over at a moment’s notice will remain essential.

Personal and commercial vehicles can minimize the amount of time in which a driver needs to take control by making use of a smart road and communications that integrates local data from multiple vehicles, environment conditions, and road sensors. Integration of the information from the multiple vehicles in a local vicinity can enhance both safety and efficient flow. A logical component of a hybrid approach to autonomous or semi-autonomous vehicles includes smart road infrastructure.

Based on the successful demonstrations and ongoing experimental services, there are likely certain applications that might provide commercial payoffs for mostly autonomous vehicles.

Robo-taxi services in limited areas: Most taxi and ride-sharing services operate in limited urban areas, taking passengers from one easily accessible location to another. By learning the precise layout of roads in a region of a few square miles, or even a few hundred square miles, and the rules of the road for that limited area, a large proportion of rides might be accommodated in a driverless fashion. This remains the hope, and while the challenges include operating in a hybrid environment with non-autonomous vehicles and pedestrians, robo-taxi services in specific regions are likely viable, especially if smart infrastructure can assist the vehicles. There will likely be certain limitations, like fixed pick-up locations, as in current pilot projects, but the economic drivers are compelling.

Interstate portal to portal cargo delivery: Trucking can be transformed by using driverless vehicle technology to move trucks from one portal along a major long-haul artery (like an interstate highway) to another point “down the road,” so that a driver can deliver the truck from a complex urban location to the portal, and a different driver distributes the cargo by picking up the truck at the second portal.

Full autonomous mode: ADAS systems might become so sufficiently trustworthy that a driver can allow the vehicle to go into a super-cruise control mode, for example on an interstate that does not require the driver to pay attention until alerted and given sufficient warning that human control will be required.

Delivery of packages: Driverless package delivery services might be viable for certain sets of distribution points and in certain areas. Expanded use of bike lanes and dedicated lanes might help smooth delivery of goods.

How Government Can Help

Government’s primary role is to enhance safety of vehicular traffic. Safety is greatly improved by incorporating ADASs into most new vehicles and also by improvements to the infrastructure. Safety is also enhanced if that infrastructure can promote sharing of data among vehicles and with the road, i.e., smart roads. While we wait for breakthroughs that allow for greater full autonomy that can take the human out of the loop entirely, it behooves all stakeholders to pursue dual paths that utilize advanced driver assistance as well as novel and advanced smart road technologies, including high bandwidth communications and fast processor speeds to assist in navigating and controlling traffic.

Fully autonomous vehicles, as indicated by SAE autonomy levels 4 and 5, could accrue major economic benefits and so are desirable to help grow the economy and improve standards of living. However, assuming that their introduction is imminent is not an excuse to neglect infrastructure improvements that enhance safety, irrespective of the level at which the vehicles perform. In fact, we cannot be sure that full autonomy is imminent or at what cost (monetarily or in terms of safety) it might be acquired. In any case, smart road technology can enhance both safety and driverless vehicle introduction, working in conjunction with autonomous vehicle technology hosted entirely on the vehicle.

The task of installing appropriate infrastructure for smart roads is daunting and yet can happen incrementally, as the infrastructure for roads and bridges are renewed. There are multiple models for how industry can team with government to establish the technological infrastructure to help guide vehicles safely and efficiently; indeed, this already exists with respect to traffic lights and existing highway sensor systems.
On an interim basis, it is possible that the interstate highways can be upgraded, such that drivers could allow vehicles to be completely autonomous from one depot or entry ramp to a destination depot or exit ramp, and that the driver pays attention in local traffic between the origin and destination and the major depot points. For long haul cargo traffic, for example, the driver could depart at the depot location and be joined by a different driver at a depot near the destination point. Of course, such transit is already commonplace using rail lines.

Accordingly, government can assist in setting standards, facilitating communications, and ensuring that road infrastructure allows modern and upgradable data collection points and data sharing capabilities. Working with industry, government can help define the application programming interfaces (APIs) and data formats that would enable roads to communicate and coordinate with multiple vehicles. China’s Belt and Road Initiative (BRI) ostensibly includes smart technology that will permit China to collect massive amounts of data but may also by default set standards by virtue of being the first to market. While there is much interest in smart road technology, there is insufficient action in the United States and a lack of governmental coordination that can rationalize the marketplace and guide auto manufacturers in a coherent fashion.

Government might also be able to assist in the development of autonomous vehicle technology, for example for robo-taxi services in specific cities, regions, or for certain application domains, by furthering the sharing of data and setting standards. However, it is probably not viable for government to collect data to be used to train algorithms, despite the need for massive amount of training data, due to privacy concerns. Instead, government might facilitate the formation of data collection entities that work cooperatively with smart road developers and automakers.

We may experience further advances in autonomous conveyance of cargo and passengers, or perhaps we will stall short of full autonomy and always require a human driver to be ready to take control if called upon. Either way, technological advances towards both autonomous vehicle control and smart road infrastructure can make transportation safer, more efficient, and less costly, benefiting all of society.
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